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The paper deals with selected problems of knowledge acquisition for intelligent information systems that
may be applied for aiding technical diagnostics of machinery and equipment. Two main kinds of knowledge
are discussed, i.e. declarative and procedural knowledge. Some methods of declarative knowledge acquisi-
tion from domain experts and from databases are presented, the latter being divided into machine learning
methods and knowledge discovery ones. Examples of declarative knowledge acquisition and discovery from
databases are shown. Moreover, an example of procedural knowledge acquisition from a domain expert is
presented. The paper concludes with new issues of knowledge acquisition methodology.
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1. INTRODUCTION

Needs of modern society systematically grow. To satisfy these needs by limited resources accessible
to the societies, even more and more complex technical means are being built. They have higher
efficiency, greater power, and ensure better quality of their product. These means, and especially
machinery and equipment, becomes even more complex. T hus, persons and organizations whose are
involved in designing, production and exploitation of these technical means, are faced with growing
requirements concerning operational reliability of machinery and equipment, its maintability, ser-
viceability and user-friendliness. A person who is active in one of the above mentioned fields needs
sufficient knowledge and skill, that are possessed by domain ezperts, usually very few. They acquire
their knowledge and experience during long-term professional activity, by observations or by studies
of professional literature.
It is worth drawing our attention to many important arguments, as:

1. Knowledge is not unambiguous. It can be also incomplete, or even contradictory. There
exist divergent opinions of experts on the same subject matter. The same symptoms are related
to different faults.

2. Required promptness of operation. A monitoring system of a critical machine or system
(as a nuclear power station or chemical plant) has to react immediately on event of appearance
of early symptoms of catastrophic failure.

3. Accessibility of an expert on-situ. An expert not always is accessible on-situ. Moreover,
he/she usually is not going to share his /her knowledge and experience with other people.

4. Knowledge is valuable. Even more, if not transferred to other people or memory, it may be
lost. J. Pokojski [27] draws our attention to the fact that organizations concerned on designing
and exploitation of machinery start to treat intellectual values of employers as a very precious
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property. Design and exploitation knowledge is collected by subsequent generations of employers
and is often not acquired at all, therefore this knowledge is lost if the experienced workers leave
the company. However, this knowledge and experience is necessary for efficient initiation of new
workers.

5. We are subject to stream of messages. They arrive in the form of innumerable quantity of
data. It is almost impossible for us to pick up from this stream such messages that carry essential
information, or to identify important regularities, which may be considered as knowledge of both
qualitative and quantitative form.

All arguments quoted above point out at the need for replacement of a human expert by special-
ized intelligent information systems as e.g. intelligent databases, expert systems, intelligent sensors
and so on. Their basic elements are knowledge bases, in which such knowledge is stored that is
needed for aiding activities in some (usually narrow) problem domain. Knowledge bases are directly
connected with the subject matter of the paper, which concerns problems of knowledge acquisition
on technical diagnostics of machinery. Such knowledge may be applied in intelligent information
systems that support activities of exploitators and maintenance staff (including diagnosticians) of
machinery and equipment.

This paper is based on the works [20, 25] and is composed as follows. In Section 2, some prob-
lems of knowledge in technical diagnostics are briefly addressed and two main knowledge kinds as
declarative and procedural knowledge are introduced. The research problem itself is presented in
Section 3. In Section 4, some more frequently used methods of declarative and procedural knowl-
edge acquisition are described. Moreover, Section 5 contains examples of knowledge acquisition from
databases and from experts. The paper concludes with future work and recapitulation.

2. KNOWLEDGE IN TECHNICAL DIAGNOSTICS

Knowledge in relation to a human being is everything that some given person knows [5]. Knowledge
in the given technical domain concerns [16] objects (as machinery, equipment, and also their parts)
and classes of objects belonging to this domain, taxonomies of classes of objects, properties of
objects and classes of objects, relations between objects and their classes. This knowledge includes
also skills, understanding of general laws, procedures of proceeding etc.

Knowledge is acquired especially by learning of the given person. It is purposeful to consider also
collected experience and skill. They are usually acquired by an individual himself/herself and are
results of long-term activity of the expert in his/her domain. In the following the term “knowledge”
will denote both the actual knowledge and practical skill of the expert.

Let’s notice that knowledge understand in such a way concerns facts and processes. Taking
this reason and others else into account, it is purposeful to distinguish declarative knowledge and
procedural knowledge.

2.1. Declarative knowledge

Knowledge concerning facts, objects, relations between objects, classes of objects, features of objects
etc. is represented in declarative form and in the following will be referred to as declarative knowledge.
Most work done so far, also in our Department, concerned methods of representation and acquisition
of declarative knowledge. More important sources of knowledge in technical diagnostics are shown
in Fig. 1.

Declarative knowledge can be acquired either from experts or from databases. Experts may take
part directly in the knowledge acquisition process, or they can be authors of publications, handbooks
and other technical documentation that may be carriers of information to be next acquired in
a separate process, in which their participation is unnecessary.
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Fig. 1. Declarative diagnostic knowledge and its sources [19]

Databases are other important source of declarative knowledge. In this case knowledge may be
acquired in automated way using either Machine Learning methods (if records in the database are
pre-classified) or methods of discovering of qualitative and quantitative (functional) relationships.

2.2. Procedural knowledge

Declarative knowledge discussed so far is inadequate for aiding such processes as diagnostic ex-
amination of a machine or equipment. In this case procedural knowledge is required. It may be
represented by procedures. In our research such knowledge is acquired from domain experts who
take part in the knowledge acquisition process directly or can be authors of publications that are
subject to analysis in order to extract procedural knowledge [33].

3. PROBLEM DESCRIPTION

A result of the process of knowledge acquisition is a knowledge base corresponding to some narrow
application domain. From accessible publications concerning acquisition of diagnostic knowledge
one can conclude that:

e the most common situation is that knowledge is acquired from domain experts and that an
intermediary person as a knowledge engineer often takes part in this process;

o if knowledge is acquired using automated methods, machine learning applications are dominat-
ing;
e domain knowledge of an expert is used non-intensively;
e there is no generally acknowledged methodology of acquisition of diagnostic knowledge.
The author identified then the need to work out a methodology of knowledge acquisition on technical
diagnostics, which would take into consideration all kinds of sources of diagnostic knowledge, both

declarative and procedural one. This methodology includes:

1. selection of methods of data and knowledge representation;
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2. selection of methods of knowledge acquisition:

e declarative knowledge — from domain experts and from databases,

e procedural knowledge — from domain experts;

3. selection of methods of knowledge verification, validation and assessment.

4. APPLIED METHODS

To solve such formulated problem it was required to develop several methods of knowledge acquisi-
tion and methods of assessment of knowledge acquired previously. Further discussion will be carried
on with taking into consideration the kinds of knowledge: declarative and procedural one.

4.1. Methods of acquisition of declarative knowledge
Recalling main knowledge sources we will discuss:
e methods of knowledge acquisition from domain experts, and

e methods of knowledge acquisition from databases.

4.1.1. Methods of acquisition of declarative knowledge from experts

Experts are fundamental knowledge sources, therefore they usually cannot be omitted in the knowl-
edge acquisition process, or their exclusion from this process is at least inadvisable. Experts provide
knowledge bases with background knowledge on the application domain. Two kinds of knowledge
acquisition methods are possible, namely with and without participation of knowledge engineer.

The method of knowledge acquisition from domain expert(s) with participation of a knowledge
engineer was the most early used [1]. However, it has many disadvantages, one of them (very
common) connected with problems with understanding the expert by the knowledge engineer, who
is not an expert in the expert’s domain. Other cause of problems is connected with the need of
interpretation by the knowledge engineer the statements acquired from the expert, and then with
representation of this new knowledge in the knowledge base.

In our Department we focused our attention on methods of knowledge acquisition from domain
experts without participation of a knowledge engineer [16, 33]. Our attempt depends on making
some special aiding means (usually software) available to the expert, in order to enable him/her to
represent his/her knowledge in unaided manner. Hence, the knowledge engineer as intermediary in
knowledge acquisition process may be eliminated at least from introductory stages of the process.

4.1.2. Metods of acquisition of declarative knowledge from databases

Acquisition of diagnostic knowledge from domain experts is usually less effective. For example, if
rules are acquired, an expert is able to formulate only a dozen or few dozens of rules during one
session of knowledge acquisition. For that reason, methods of knowledge acquisition from databases
are even more frequently applied, which are far more efficient than methods of knowledge acquisition
from human experts [15].
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Representation of data

In real applications of diagnostic knowledge acquisition usually an attribute model is applied, where
the dataset consisting of N examples is represented by a N-row matrix
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; (1)
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where: a;5,i=1,...,N A j=1,...,m — values of m condition attributes (e.g. values of symptoms

observed for the described object), dij, ¢ = 1,...,N A j = 1,...,n — values of n > 0 decision
attributes. If n = 1, matrix (1) represents a decision table [26]. All cases where n > 0 correspond to
pre-classified examples that are suitable for machine learning. The case with n = 0 corresponds to
unclassified data that may be applied only in Knowledge Discovery process.

Data discretization and selection of attributes

Two different kinds of operations are required in order to better prepare data for knowledge extrac-
tion: data discretization and selection of features. Both of them are discussed by K. Ciupke [4].

The need of data discretization is triggered by fact that in practice values of condition attributes
usually are quantitative ones. Decision attributes may also have such values. Most algorithms of
Machine Learning require that data be represented qualitatively. Hence, a proper discretization
of attributes is necessary, that is connected with a selection of ¢ cutting points v;, 1 = 1,...,q.
They may be determined either in a supervised manner if a domain expert takes part in their
determination, or in an unsupervised manner if their selection is data-driven [6]. Moreover, cutting
points may be determined as absolute or relative ones [19]. First solution is possible if some limit
values of attributes are known, as permissible vibration level or allowable imbalance of a rotating
part. If these limit values are unknown or undefined, cutting points may be determined with respect
to some basic condition of the machine or equipment (as e.g. vibration levels of machine parts
after commissioning the machine). It is worth to stress that by selection of values v; we shall avoid
excessive fit of these cutting points to data to be discretized. Selection of cutting points is a separate
partial task, which may be a subject of optimization [18].

The problems of data discretization are very complex and are dealt with in [4, 6, 8, 10-12].

Other important task is connected with selection of attributes. Classical attempt to data analysis
requires that attributes be uncorrelated, since correlated attributes carry the same information.
Hence, one is going to select some subset of attributes (possibly not numerous) that allows correct
classification of examples. Several algorithms of selection of attributes are discussed in [4]. The most
interesting of them is that based on rough sets theory, which consist in determining of an intersection
of all minimal reducts of a given decision table [26, 30].

In the author’s opinion, however, the important case of dependent attributes is worth brief
discussion [25]. Such database is in some sense redundant. This redundancy is often faced with
in physical systems, where data are collected using multi-sensor measuring systems. Let’s focus
our attention on dependent attributes, that describe motion of selected points of the same shaft
of a machine. Values of these attributes are estimated from vibration and displacement signals
that may be partly coupled (by the same element and/or process). Because this coupling between
vibrations need not to be linear, the signals need not to be correlated. Hence, information carried by
signals acquired from different sensors is in some sense complementary, and may also be repeated.
In most technical applications nature of this coupling may be non-linear. Since coupling between
vibrations and, as result of that, between signals observed by individual sensors, is likely, some
redundancy in the dataset may exist. However, redundancy in the data discussed so far may yield
reliability and better quality of predictions [25].
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Data sources

Data used in knowledge acquisition process may origin from different sources, as: ezperts, observa-
tions (done within the confines of generally understand experiments, both passive and active) and
numerical experiments, while:

1. unclassified data may come in particular from observations and passive diagnostic experiments,
as well as numerical ones,

2. classified data (examples) may be collected from domain experts, from observations, active and
passive experiments and also numerical experiments.

Machine learning induction methods

Diagnostic knowledge is acquired inductively using Machine Learning (ML) methods [14, 15, 26, 28].
The author in his research applied selective induction of rules by generation of covers [15]. Moreover,
an induction of decision trees was used, where optimal tree was selected with the use of the criterion
of mazimum information gain caused by application of new attributes [28, 29].

In near future we are going to apply constructive induction that depends on various transforma-
tions of representation space and creation of new attributes [15]. New attributes may be created in
a supervised way (basing on experts’ knowledge, who in their diagnostic reasoning apply complez
and multidimensional attributes as simultaneous appearance of a specific group of attributes with
their characteristic values, related between each other [7]). Constructive induction may also be ap-
plied in unsupervised manner, where some transformations, often of logical character, are applied
automatically, as it is used in the program AQ17-HCI [15] or discovery system 49er/Bacon-3 [35].

Classifiers of states. Knowledge base content may be applied for classification of cases rep-
resented by values of attributes. Hence, this content determines a kind of classifier. It is suitable
to distinguish two general types of classifiers: binary classifiers and multi-class classifiers [2]. The
binary classifier is used for recognition of K = 2 states, while multi-class one for recognition of
K > 2 states.

It may be interesting to find a criterion, which kind of classifier is suitable for a given diagnostic
problem. If elementary states are taken into account and number of classes (corresponding to these
elementary states) K > 2, a multi-class classifier is recommended. This classifier may also be applied
in tasks where complex states are encountered. A set of classes may then be defined, each of them
corresponding to considered complex state. Such a solution requires that new classes be added
when the knowledge base will be extended in order to cover new (possibly complex) states. Usually
this means that renewed knowledge acquisition should be carried out from the set of examples
supplemented by new examples corresponding to added states. Other possibility is the application
of an incremental learning [15].

Other possibility of diagnosing complex states, suggested by W. Cholewa!, consists in application
of a family of binary classifiers Cx, k = 1,..., K, each of them corresponding to single elementary
state. Each classifier is trained on the same set of learning examples F partitioned into two subsets,

E=E}UE;, 2)

where E,': denotes positive examples of the k-th state (i.e. such that the k-th fault is encountered)
and E_ negative ones (the k-th fault is not perceived). Although such an attempt seems very
elegant, no interesting results have been obtained in our introductory research [22].

Taking this into consideration, the author has introduced suitable hierarchical classifiers [16],
which make possible sequential recognition of complex and elementary (sub)states that co-appear
for the given complex state. Such hierarchical classifier is a special group of multi-class classifiers. Its
structure may be represented by an acyclic graph or even tree, which corresponds to an expanded

!Private message
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Fig. 2. Exemplary states tree (description in text) [17]

states tree as the one shown in Fig. 2. This tree corresponds to an example where an object is clas-
sified using values of its three attributes X; , X2, X3 that may take 2, 3 and 4 values, respectively.
A share of knowledge base (e.g. a set of rules) that makes possible recognition of the given state is
attached to each node of the tree. Such classifiers are applied sequentially according to the sequence
defined by the structure of the states tree (starting from its root).

Classifier’s performance. Performance of a classifier is usually evaluated using wrapper approach
that depends on application of the classifier under test to classification of test ezamples. Several
techniques are applied, as Leave-one-out, Random subsampling or k-fold (they are often applied
by the author’s group in the research — see [4, 13, 16]). All these techniques depend on dividing
the accessible set of examples E = E' U E! into two subsets: learning ezamples E' and testing
ezamples E* that are unseen (not used for learning of the classifier).

Performance 7,y of a classifier may be evaluated from the formula,

Nov =1 — €ov, (3)

where €,y is the empirical overall error rate defined as

e e | (4)

card(E?)

and merr corresponds to number of test examples incorrectly classified. Only classifiers with high
performance measure are accepted, the limit acceptance value being dependent from the number of
classes K to be recognized. For strongly unbalanced distribution of set of examples among classes
some weighted error rates may be applied [16].

Criteria of optimization of states tree structure. The states tree may represent diagnostic
knowledge on the given class of objects. This knowledge may be acquired from domain experts or
derived from examples. In the second case examples may be clustered with respect to similarity
of attribute values. Next, results of clustering may be presented to the expert who may assign or
define respective states for individual subsets (clusters) of examples.

There are numerous different structures of a states tree, hence optimal selection of one structure
with respect to some established optimization criterion is needed. The most obvious selection crite-
rion is the minimum classification error rate. This error rate is evaluated for each node of the tree.
The overall error rate and partial error rates for a given branch of the tree may be estimated by
consideration of dependent events and calculation of corresponding conditional probabilities. The
best optimization criterion would be minimum of risk of erroneous diagnostic decision (e.g. with
taking into consideration health and safety risk of human beings and environment), however we do
not have experience of the right method of risk calculations until now.

A separate problem consists in application of respective search methods in order to find the
optimal states tree. Cardinality of the set of all possible structures of states trees is subject to
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combinatorial explosion caused by number of attributes K and cardinality of domain of each at-
tribute ng, k = 1,..., K. Here a heuristic search with making use of expert’s knowledge may help
to narrow the search for the optimal solution.

4.1.3. Methods of discovering of declarative knowledge

Diagnostic databases may be sources of useful diagnostic knowledge on relationships between differ-
ent attributes, whose values describe operation of an object. Knowledge discovery aims at identifi-
cation of regularities embedded in the dataset. A regularity is defined by some pattern and its range,
in which this pattern holds [35]. Examples of patterns are contingency tables, equations and logical
equivalences. The range of regularity is defined as a subset of data that satisfy complex condition,
which is conjunction of elementary conditions as inequalities.

The research on application of Knowledge Discovery in Databases (KDD) methods to acquisition
of diagnostic knowledge has been initiated by the author with J.M. Zytkow [24].

We stated in [24], that equations of general type

X = f(¥,0), (5)

where: Y - diagnostic symptoms, X — values of attributes of technical state, and U — values of
attributes that characterize operating conditions of the object, are the best tool for diagnostic rea-
soning. However, results of measurements and observations are corrupted by noise, are incomplete,
approximate or fuzzy, so that datasets contained in diagnostic databases carry incomplete informa-
tion on quantitative dependencies between attributes. Therefore, contingency tables are applied in
the first stage of KDD process, when qualitative relationships are searched for [35].

Discovered patterns are evaluated by significance measure @@ defined as probability of random
generation of such a pattern for attributes that are mutually independent. It has been stated em-
pirically [34] that very small values @ < 1075 should be applied, which means that there is very
small probability of random arising of such patterns. The prediction power of the given contingency
table is evaluated by means of Cramer’s V' measure,

X2
Vi -
N - min{(Mzow — 1), (Mol — 1)}
where values of the statistics x? (for the empirical frequencies A;j compared with frequencies Fj;

expected if the null hypothesis of lack of any dependence between two considered attributes is
satisfied) are defined as

Ay By
e )
4 1,
Z’J

€ [0,1], (6)

and N is number of records in the data table, Mioy, M, are numbers of rows and columns in
the contingency table, respectively. The greater value of measure V', the more unique predictions
can be obtained basing on this contingency table. An' essential feature of the measure V is its
independence from dimensions of the contingency table and from number of records. If V' > 0.9,
then the relationship represented by this contingency table may be considered as equality [34].

These contingency tables, which feature sufficient value of the measure V, are candidate reg-
ularities for searching for equations. However, is makes sense to search for equations if the given
contingency table satisfies functionality test:

Given set of pairs
O = {2 1) L 8N L5100 L

y is a function of z iff for each zy € X there exists only one yg such, that (zg, yo) € D.
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The search for equations proceeds as follows [34]:
1. generate new functional terms;
9. select a pair of terms as expressions for z and y, respectively;
3. genérate and evaluate equations for each pair of terms.

To evaluate the degree of fit of the equation to the dataset {(:,yi,0i)} the following version of
x2 test is applied,

Xz:zn:(yi—f(zi,al:l,---aaq)Y, ®)

=1
where o; is standard deviation of the dependent variable y;, y = f(z, a1, ..., aq) is a mathematical
model of the pattern (as e.g. y = a1 +a2® +a32?), and a1 , ... , aq are selected in order to minimize

the value of x? defined in (8).

4.1.4. Methods of assessment of declarative knowledge

Many methods of assessment of declarative knowledge may be used, corresponding to the goal that
may be [16]:

1. detailed assessment — when single “portion” of knowledge (e.g. single rule or decision tree) is being
assessed and interrelationships occurring between this portion and remaining part of knowledge
base are not taken into account;

2. integral assessment — when complete knowledge base is undergoing the assessment; such an
assessment can be:

(a) in content-related respect — when the whole content of knowledge base is being assessed, what
can be accomplished:

e by an expert — then it turns out to be very difficult task, since the expert must take into
consideration the complete knowledge base,

e by means of test ezamples that make possible automatic evaluation of completeness of
the knowledge base,

(b) in formal respect — if the complete knowledge base is being assessed, but the goal depends on
identification of contradictions, absorption or loops; such tests are usually carried out using
respective software.

4.2. Methods of acquisition of procedural knowledge

Acquisition of procedural knowledge is a separate and new task [32, 33]. Procedural knowledge may
concern procedures of operation, but also procedures of reasoning and concluding. Engineers often
represent procedures by means of block diagrams. In our research the basic source of procedural
knowledge is an expert, who may take part in this process either directly, or indirectly as author of
publications, which may then be searched for pieces of procedural knowledge that may be further
interpreted by a knowledge engineer.

The applied method of procedural knowledge acquisition, as a general rule, aims at possible
elimination of interventions of knowledge engineer [33]. It consists in making a special editor of
procedural knowledge available to the expert. The editor not only aids the expert by representation
of his/her knowledge, but also facilitates the expert to elicit his/her own knowledge. M. Wylezot
proposed top-down approach for this purpose, which depends on step-wise increasing of level of
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detail contained in the block diagram. To make available respective means, he introduced a multi-
layer block diagram [33]. Knowledge representation in this case consists in expanding of individual
tasks and activities into ever more and more detailed sub-procedures (Fig. 3), where each subsequent
layer corresponds to the increased level of detail of procedure representation.

Fig. 3. Representation of procedural knowledge using a multi-layer block diagram [33]

5. EXAMPLES OF APPLICATION

In the following some examples of application of the described methods are presented, concerning:

e acquisition of declarative knowledge from a database collected within the confines of active diag-
nostic ezperiment (on the model of rotating machine called Rotor Kit) [16],

e discovery of declarative knowledge from a database obtained during numerical ezperiment on
a model of the laboratory kit [16, 23, 25],

e acquisition of procedural knowledge [33].

5.1. Acquisition of declarative knowledge from active experiment

The active experiment concerned a special stand located in the laboratory of the Department.
Several faults were considered, as: differing states of imbalance (rough dynamic balancing, moment
imbalance and quasi-static imbalance), local rub of the shaft against stationary elements of the
model, and overload of bearing system. P. Kostka [9] has carried out this experiment, invoking
complex technical states of the object, which were combinations of elementary states mentioned
above. The experiment plan is presented in Table 1. (abbreviation “Rub-+ovld” denotes simultaneous
occurrence of rub and overload).

Induction of decision trees was carried out on the collected dataset using the C4.5 program [29].
However, very low performance of the classifier amounting to 58 per cent was obtained. The Random
subsampling technique with learning to testing data ratio 70:30 was applied. Then the author has
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Table 1. Numbers of observations carried out for different combinations of factors considered in the active
experiment [16]

State of imbalance Additional factors Total
None Rubbing Overload Rub-+ovld

rough dynamic balancing | 13 i 12 —~ 25

moment imbalance 7 33 1 = it

quasi-static imbalance 16 98 23 9 146

Total 36 98 35 9 178

put forward the hypothesis that low performance of learned classifiers was caused by too complex
structure of the set of technical states, evoked during the active experiment. Therefore, different
grades of detail of diagnosis have been introduced together with the top-down approach consisting
in gradual increasing of minuteness of detail of diagnosis.

An algorithm applied for optimization of a structure of the set of technical states is similar to the
algorithm of search for optimal decision tree [29]. Three auxiliary decision attributes (elementary
attributes of technical state) were introduced:

e attribute state of imbalance with values: rough dynamic balancing, moment imbalance, quasi-
static imbalance;

e attribute bearings overload with values: ezists, doesn’t erist,

e attribute rubbing with values: ezists, doesn’t exist.

The optimization of the structure of the states tree was carried out with respect to the crite-
rion of maximal classifier’s performance. There were only seven different tree structures because of
incomplete plan of the active experiment. The search was supported by domain knowledge of the
author?. The optimal structure of the tree is shown in Fig. 4. Individual rectangles contain names of
corresponding technical states, together with the overall error rate of the classifier assigned to this
node of the tree. As we discussed in Section 4.1.2, the hierarchical classifier has been learned from
data. Its performance was better than this obtained for ordinary multi-class classifier. For example,
the performance of the classifier corresponding to the sub-tree starting from the node quasi-static
imbalance is far better than in previous classifier.

State of balancing
(11.7%)
I >
Roughly balanced . Quasistatic imbalance
45.0%) Moment imbalance (18.2%)
|
I |
With overload Without overload
[ |
With rub Without rub
9.3%) (11.1%)
I I
I I = I
With overload Without overload With overload Without overload

Fig. 4. Example of decomposition of the set of examples collected in active experiment (based on [17];
description in text)

2All calculations were carried out by P. Kostka.
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5.2. Discovery of equations

We show some application of KDD methods to discovery of diagnostic knowledge in the database
obtained during a numerical experiment. The experiment concerned different elementary states of
balancing. Similar numbers of examples for each considered class have been taken into account.
A detailed descriptions of this database and diagnostic problem can be found in [21, 25]. Further
discussion requires some information on the database that is summarized in Table 2.

Table 2. Simulation data [23]

Property Number
control attributes: 5

— attributes of operating condition 1

— attributes of imbalance distribution 6
dependent attributes 16
decision attribute : 1
no. of records 5076
no. of classes 5

The fault diagnosis problem concerned the possibility to obtain accurate predictions concerning
imbalance distribution along the shaft. More detailed description of search for equations and results
obtained to-date is contained in [23, 25]. In the following only some more important issues connected
with this research are given.

In the discussed example the BACON — 3 [24] methodology was applied for the discovery of
“causal” (i.e. direct) equations, which enable calculations of responses given inputs to the object.
Very simple models as linear and quadratic ones were sufficient enough to achieve small prediction
errors in considered subsets of records. However, application of simple equations of single variable
can give complex nonlinear multi-variate equation, as the following one obtained in our research 23],

y11 = —1.303 212 — 3.652E—5 x11212291 — 1.046 E—5 299119291 + 3.859 E—8 Iggl‘%zl‘m
+1.240E-7 mllm%2m21 — 7464 E—6 211292791 — 7.839 E—3 211291 + 0.001 11212
— 4.564E—6 711775 + 2.760 E—4 211792 + 0.002 12791 — 5.198 E—6 22,29
+ 3.150 E—4 72979) + 8.869 E—3 90719 — 3.283 E—5 20922, + 3.394 E—8z1129013,
—0.266 992 — 9.192E—6 z11299%12 + 2.486 E—7 z11299%12791 + 4.428 E—3 3::122
— 9.197E—10 z1,292%25 291 + 6.702 z2; + 6.433 z,; — 283.821.

In this equation y corresponds to dependent variable (value of symptom of some fault), while
all z denote independent variables as values of state parameters and operating conditions features.
Prediction errors obtained by means of this equation are relatively small as they do not exceed
6.5 per cent. ;

Two attempts were considered in order to obtain “inverse” equations that enable diagnostic
concluding on causes of perceived responses:

e switching the roles of parameters themselves and discovering “inverse” equations using BACON-3
methodology;

e solving the respective system of nonlinear “direct” equations.

In this case discovery of “inverse” equations was unsuccessful as yet. Using contingency tables,
D. Wachla has shown that there are no sufficiently significant regularities that could further be
represented by equations. Hence, the author decided to solve the system of equations by means of
symbolic calculations. Although larger prediction error rates (up to 16 per cent) were noticed, they
may still give some rough estimate of the imbalance distribution along the shaft [23].
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5.3. Acquisition of procedural knowledge

The method described in Section 4.2 has been applied in the course of acquisition of relevant
diagnostic knowledge on a passenger car [33]. An expert represented and recorded his procedural
knowledge using a special software called EMPREG that was an editor of multi-layer block diagrams.
An extensive description of this tool is contained in [33]. During his work the expert consulted
individual procedures with some service stations. He also used accessible specialist publications.

Figure 5 shows an exemplary result of acquisition of procedural knowledge, in this case — proce-
dure of check of technical state of the clutch. The procedure consists of three tasks, which are then
expanded into sub-procedures. These tasks are represented in the next sub-layers of the represented
block diagram (not visible at the screen shown in Fig. 5). Each of elementary tasks (at the lowest
level of description) contains detailed instructions of carrying out the given check and limit values
(as e.g. allowable clearances) that enable evaluation of checked part or assembly.

The acquired procedural knowledge has been presented to workers of the co-laboring service
stations by means of the same editor of block diagrams. This attempt enabled them to verify and
validate the procedural knowledge base [33].

ol

s8] 30| @] sl 22| sl Slu|

Nazwa procedury : Kontrola S(anu technicznego tarczy sprzggtowej

Procedure name: check of
technical state of the clutch plate

lkontrula bicia osiowego tarczy sprzggl‘owei] |kontm|a chropowatoéci ukradzin]
Check of axial run-out & ’é K Check of surface roughness
of the clutch plate of clutch facings

Check of fixing of

clutch facings @

Fig. 5. Exemplary procedure (only the top layer is shown) [33]

6. RECAPITULATION AND CONCLUSIONS

A methodology of knowledge acquisition for technical diagnostics needs has been presented in the
paper. Described methods are suitable for acquisition of both procedural and declarative knowledge.
They conform to various knowledge sources, as domain experts or databases. Particular attention is
paid to methods of knowledge acquisition from examples, which may be aided by computer systems.
Two groups of methods are addressed: Machine Learning methods and Knowledge Discovery ones.
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From the first group a new method suitable for acquisition of knowledge on complex technical
states was briefly described, which consists in gradual decomposition of the set of learning examples
into subsets, carried out with respect to structure of the states tree. Since there are usually many
different trees, a search for optimal one is carried out with respect to an optimization criterion that
is the overall performance of the hierarchical classifier determined by the given tree. Furthermore,
some examples of application of all these methods in both declarative and procedural knowledge
are given.
Future work will focus on the following issues:

e determination of structure of a set of examples basing on knowledge of domain experts and
respective direction of search for optimal structure (in order to avoid combinatorial explosion);

e development of methods of knowledge acquisition from sequences of events and observations;

e development of methods of quantitative knowledge discovery, e.g. in the form of multi-variate
equations.

This research will be carried out for more numerous sets of data, collected during diagnostic ob-
servations of really existing objects, as well as generated in numerical experiments. In the scope of
knowledge acquisition from domain experts special attention will be given to long-term collabora-
tion with a maintenance staff. The most interesting applications domain could be exploitation and
diagnostics of critical machinery, as large turbine sets.
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