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The paper presents a concept of knowledge based software supporting a long period machine design
analysis — intelligent personal assistant. The concept of intelligent personal assistant is based on the maze
model and optimisation model of the design process. The functional structure of the whole system is
shown.

1. INTRODUCTION

The last thirty years have brought a relatively high development of computer tools supporting
engineers in their design activities. CAD, CAE systems have become industrial standards. Many
other engineering problems like simulation or analysis have been supported by commercial and self
made software as well.

Design teams, working on their projects, use various computer systems and many computer
codes. These systems and codes often function separately. They are not integrated and exist in
several versions. The number of computer tools used by a design team can be as high as a few
thousands [3, 9, 27, 54].

Each designer can use the whole plurality of computer tools in his own way [1, 2, 4-7, 10-13, 16,
28, 30, 45, 46, 55, 56, 58]. That is what we can also observe with design teams [8, 22-24, 45, 46, 57].

Designers’ work is very individual [34, 35, 44]. Designers use their own approaches and their own
methods. They have an individual way of seeing a problem. When we observe how these people solve
their problems; we first notice that they use mental modelling, mental problem identification and
mental problem solving procedures. They do mental exercises with the problem. For them design
can exist as a project in their heads or as a project on the paper (or as a project in computer
memory). The information printed on the paper or stored on the disk doesn’t reflect the whole
information concerning the particular project. A lot of important knowledge remains in designers’
heads.

Designers have a wide range of tools supporting the design process. Computer tools are one of
them. Information processed by computer tools is not always integrated. But the integration of
computer tools can make the whole design process more efficient. In addition the plurality of the
existing software tools supporting the design process allows to create the design process in a very
flexible way. When we look at the actual state of the development of computer tools supporting the
design process, accepted by the designers, we see quite a wide plurality and flexibility. Nevertheless
all these features allow the user to maintain an individual personalised character of the whole
computer support.

The problem of fast, effective and flexible integration of design tools is still actual. It seems to
be the only way to exploit new achievements in science. Some authors underline the contradiction
between a very precise analysis dealing with details and a very rough analysis of global problems
and global dependencies.
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We can observe a growing number of commercial systems offering the possibility of fast and
efficient integration [3, 9, 26, 27]. These tools enable the user to integrate computer systems fast
and flexibly. They make it possible to store processes, repeat processes, optimise the whole process
and to make parallel analysis with alternative models or software.

The trend mentioned above concentrates on the aspect of “how” a particular design process was
achieved. During the last years many research teams have worked on the methodology and on tools
whose main goal is to store the “why” of the procedure [45, 51, 52].

The information which is behind the project is called design rationale. During the last twenty
years a lot of research has been accomplished in this field. Some approaches and applications are
known already. Most of them were done ad hoc. Later the problem of data exchange between
different applications appeared.

Consequently the standardisation of design rationale information became the next step of this
development. We can observe attempts of creating knowledge oriented standards which are the
natural development of data oriented standards (like STEP, IGES) [51, 52].

The acquired knowledge can be re-used by other designers, as it is accessible in specially made
design knowledge repositories [51, 52].

The main goal of collecting information, which is behind some decisions, is to exploit thoroughly
existing knowledge, and to better organise the work of co-operating teams enabling world-wide
distribution [14, 22, 23, 29].

As a result the following problems occur: how to motivate people to share their knowledge with
others; who should do the knowledge acquisition; who should do the servicing and management of
the design knowledge repositories. But all the tasks mentioned above require additional effort. Our
concept, presented in this paper, is based on the idea of an intelligent personal assistant [5, 6, 11-13,
38-44]. We assumed that knowledge is delivered, serviced and managed by the designer personally
for himself, in his own personal computer notebook and for his own personal purposes.

Every designer uses some kind of notes in his (her) professional practice. These notes are stored in
some paper notebooks. The information stored in the notebook doesn’t need any formal structure. It
can be composed of different data pieces. The data coming to the notebook are stored chronologically.
The system of searching for some data is based on a similar idea. Sometimes keywords are important.
They can be connected with a particular project, the kind of analysis, results, comments, dates —
functioning as headers and others. Designers often make notes which do not only deal with the actual
problems but which are also more general comments to some technical problems and situations. They
store their conceptual visions of products or some aspects of their functioning.

Designer’s notes often contain comments to other data structures like formal project documen-
tation, formal analysis, formal contacts, etc. And in most of the cases paper notebooks are treated
as personal tools.

Today designers use computer systems supporting the process of designing. The results of the
design process are stored on computers with the help of some standard formats.

Designers who have to solve new design problems use their paper notes. The selected content of
the notes is again transformed to a practical form — to some piece of action in the design process,
and it gives some valuable results. The whole procedure described above is obviously done by the
designer personally. Looking at the process from the operation point of view we notice

1. knowledge storage — complete and incomplete form in the notebook,
2. knowledge retrieval from the notebook,
3. knowledge application in the design process.

The expert knowledge can be acquired and used in some computer knowledge based system. We
can imagine the situation that an expert adds knowledge (created by him) to an existing knowledge
base in a dynamic way for his own (expert) purposes. In this case the system fulfils the role of
the expert’s active notes. This knowledge may contain comments to different models, parameters,
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achieved results and successful plans etc. The stored knowledge can be used by the expert himself
and the people collaborating with him.

Let’s assume we not only want to collect the text documents but we also want the user’s personal
opinions, his personal knowledge chunks which have different representations. The users can have
different associations connected with different pieces of knowledge or information.

They employ different computer tools. These tools have some structure, parameters, model of
user’s profile etc. Often tools can work as a sequence of tools when there is some know-how to
organise this process and to build data exchange connections. All the above information can have
practical value for the user.

In the paper we try to connect two ideas:

1. computer system integrating computer design tools,

2. computer system fulfilling the role of an intelligent personal assistant.

The paper presents concepts of a knowledge based system supporting machine design called
intelligent personal assistant.

Today there are several papers presenting software which can be classified as an intelligent
personal assistant [1, 7, 10-13, 16-18, 55, 56]. Some of these systems are specialised and intended
for specific domains, others are more universal and often simpler. Each system has its own concept
and goal of its development.

The following Sections show concepts of systems representing a class of intelligent personal
assistants in the domain of machine design. '

2. THE MAZE MODEL OF DESIGN PROCESS

In our concept of an intelligent personal assistant we assume that the system will be based on the
ideas of the maze [2, 38] (Fig. 1) and optimisation [31-33] (Fig. 2) models of the design process.

The maze model is a system of nodes connected by links. Every node connects some important
activity (Fig. 3). Activities can be procedures of some model generation, analysis etc. Links reflect
the possibility of moving from one activity to another. The maze model has an open structure. The
design process can be initiated from different initial nodes. It can go via feasible paths, and it can
finish in different nodes. New nodes and links can be added to the actual system (Fig. 4). Nodes
and links which are not needed any more can be removed. The actual state of the maze can be
stored as a plan (Fig. 5). The stored plans can be loaded. We can store plans which were used in
any design process. Later we can return to the processes which were used earlier (Fig. 6). Activities,
computer codes or commercial applications can be connected to the maze model as new nodes.
Data integration can be achieved with different tools, starting from data files and finishing with the
blackboard architecture [34, 36, 37]|.
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Fig. 1. The maze model of design process
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Fig. 3. The node and its links

Fig. 4. Edition of the maze model (adding and removing nodes)
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Fig. 7. Multi-window graphic interface

The whole software structure of the maze model can be done in one of the following technolo-
gies [39, 43]: 1) as relational data base, 2) as an expert system, 3) as dedicated application written in
programming language. In each case the user interface can be presented in the typical multi-window
form (Fig. 7).

The problem of navigation in the maze model is supported by a special visualisation module
based on virtual reality software [39], where nodes are bodies and links are pipes (Fig. 8). By
changing the visualisation parameters it is possible to analyse and catch the whole structure of the
maze model. :

The maze model is quite useful in conceptual design, where the designer concentrates on some
important aspects of a problem which is directly solved by him and where he quickly wants to
restart and to build processes with a more complicated structure [38, 39, 42-44].

The whole procedure of moving in the maze model has, as mentioned above, an operational aspect
and an inferencing (knowledge based) aspect. Parallel to the moving in the maze model the designer
has to make decisions; what to do next, how to select parameters and how to evaluate results. He
supports his inferencing with his knowledge. The main problem is how to operate efficiently with
an environment which allows different actions and where different actions can be supported with
tools helping to create new solutions or adapt past solutions.

The process of moving from one node to the other in the maze requires testing to assure that all
data really exist. If not, a special procedure is initiated and the missing data are created. Tools of
artificial intelligence can fulfil the role of data generators. In [4, 5, 38, 43] expert systems were used
to support this process. In this case expert systems contain knowledge which provides the missing
data. The knowledge bases contain domain knowledge connected with a particular node. In [43]
modules supporting particular node applications were the following (Figs. 9 and 10):
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Fig. 8. Schemes of plans made in virtual reality tools
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e knowledge based system which supports missing data generation,
e knowledge based system testing input data quality,

e knowledge based system supporting the designer in the next step of the design process selection.

3. MULTI-CRITERIA OPTIMISATION LAYER

This Section shows a multi-criteria optimisation layer of a system called intelligent personal assistant
for machine design problems. It is the methodology of integrating a maze model with a multi-criteria
optimisation (Fig. 11).

Parallel to the process of creating a path in the maze model, and performing activities belonging
to this path, the designer can try to select the best parameters for his solutions and as a consequence
create a sequence of activities belonging to the category of optimisation problems [31-33] (Fig. 12).
We can assume that with every node of the maze model a multi-criteria optimisation problem
created by the designer can be connected by selecting decision variables, constraints and criteria
function. The sequence of the optimisation problems — accompanying a path in the maze model -
can be mutually interacted via decision variables, constraints or criteria.

The designer who solves a problem in a particular node should also have the possibility to create
and solve an optimisation problem connected with this node. The results which he gets as solutions
of an optimisation problem in a particular node can help with the selection of the next step in the
maze model.

But optimisation problems of different nodes can interfere. If we want to protect our final optimi-
sation results from becoming game solutions we should use the multi-criteria decomposed, multi-level
optimisation approach which allows the designer to change the path in the maze model, to repeat
some parts and to consider different structure solutions. An optimisation problem should always
follow him and be automatically generated according to his actual position in the maze.

Therefore we have to add the optimisation module to the concept of a maze-based environment
presented in the previous Section.

The applied methodology is based on the multi-objective programming methods (e.g. Hwang,
Masud [19]) and the methods of multi-criteria, multi-level and hierarchic decision making (e.g.
Geoffrion, Hogan [15], Pokojski [31], Shimizu [48]).

Problem 2

Problem 1

Fig. 11. Optimization models connected to every node on selected path
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Fig. 12. Sequence of optimization problems
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Fig. 13. The maze model together with two selected nodes
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Let us consider two optimisation problems connected with two neighbour nodes. Let us assume
that the designer started from the node signed with A (Fig. 13). Let us assume he formulated an
optimisation problem connected with node A. And he selected the decision variables, constraints
and criteria and solved his problem with the help of one of the multi-criteria optimisation methods
and received some satisfying results.

After analysing the whole problem at its actual stage (in node A) he decided to solve, as next,
a problem connected with node B. Then he moved to node B in the maze and defined a multi-
criteria optimisation problem connected with this node (Figs. 14 and 15). Let us assume that as
before he solved his problem (ignoring the decision variables selected in problem A) with the help
of some multi-criteria optimisation method and received satisfying results.

Now we want to look at the structure of the whole problem. First we solve problem A, later
problem B. The results of problem A can influence problem B. We can select two groups of decision
variables: 1) connected only with a particular node of the maze model, 2) connected with more than
one particular node of the maze model. Group 1 we call local decision variables, group 2 we call
co-ordination decision variables (Fig. 16).

Multi- criteria e Multi- criteria e
e s i
roblem roblem
l<:onnected with problem Eonnected problem
nide A connected with . cqnnected
node B ‘\&th node B
\, : e For A
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variables B - decision
- constraints A variables
B - constraints
A

Fig. 14. The maze model together with two connected Fig. 15. Two nodes together with their optimization

optimization problems problems
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For A problem
- criteria For B problem
& :i°°§1_ - criteria
ecision KiB156al
variables decision
- constraints variables
- constraints

For problems A and B.common
co-ordination variables

Fig. 16. Two nodes together with structure of decision variables
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Looking at our problem from the point of view of the multi-criteria optimisation theory we notice
the following conflicts: in the selection of local decision variables for problem A, as in the selection
of local decision variables for problem B, and additionally, in the selection of co-ordination variables
which are common for problems A and B.

The rational solution is to find some compromise. But a compromise can only be found after
having solved the whole problem together as one multi-criteria optimisation problem. If we tried to
exploit this idea with a maze model it would not be possible because it is assumed that we select
our sub-problems while being in the maze model. At the moment when we start to solve the first
sub-problem we don’t know what the next problem will look like. Results of our work with this sub-
problem can influence our decision in the next step — when we go further. If we want to solve our
optimisation problem we first have to solve the optimisation problem of the node of the maze model,
which we selected first. Later we can select the next node and try to solve the optimisation problem
connected with this node, ignoring what was fixed in the first node. As a next step we have to solve
the two problems together, analysing the conflicts between them and finding the compromise. To
move to the next nodes in the maze model is a similar procedure.

As a way of solving the above optimisation problem the author suggests the application of the
method of leading and related sub-problems [31, 41]. This approach will be presented briefly in the
next Section.

3.1. Method of leading and related sub-problems

We assume that the method of leading and related sub-problems [31, 41] is used for the sequence of
interconnected sub-problems lying on the path selected by the designer in the maze model. For clarity
we present the whole approach for two connected sub-problems (full global method presentation is
made in [31, 41]). This means the designer solves the problem which is placed as a second node on
his path.

We assume that the designer has a vector criteria function connected with the first sub-problem
Q!() and that he has a vector criteria function connected with the second sub-problem Q?(). We
also assume that he has clear preferences connected with each of these two sub-problems which can
be modelled as utility functions: U}(Q!()), U? (QQ( ), [21]. We assume as well that his preferences
dealing with utility functions U?! (gl()), U2(g2( )), and treated as one problem together, can be
modelled as global utility function U%(U(Q'()), U%(Q?())), (Fig. 17).

Then global dependencies are the following,

Uy =u%(u(Q (), QLYY (1)

Concerning the utility functions we assume that they are known for the user implicitly. It means
they have features which are assumed above but their mathematical form is not known.

We assume that the local vector functions Q'(), Q?() are functions of some common vector
of decision variables, called co-ordination variables, v € V, and some different vectors of decision
variables, called local decision variables, m' € M!(v), m? € M?(y), where V is the feasible domain
for v; M!(v), M?(v) are feasible domains for fixed values of v (Fig 18).

The proposed method of leading and related sub-problems consists of the following steps (Fig. 19):

1. According to the used definition of a poly-optimal solution and the selected method of multi-
objective optimisation each of the two sub-problems must be solved separately from other local
sub-problems,

maxQ'(m',v), v'€V, m'eM'(y), (2)
M

max Q*(m?,v), v’eV, m’eM?(y?). (3)
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The co-ordination decision variables v, at this stage of the procedure, are treated like local
decision variables. This means we can get results with different values of the co-ordination
variables in each sub-problem. The global problem will not be co-ordinated. :

The solutions which we get separately fulfil the roles of reference solutions (utopia point) at
the stage of the co-ordination. The co-ordination can give no better results than those achieved
from the separate optimisation of single sub-problems. The co-ordination of a single sub-problem
means the addition of new co-ordination constraints.

2. We select one of the sub-problems as the leading one. In our maze model it will be the second
(last solved) problem. The other problem (first) is called related. For a related problem the user
has to express his preferences a’priori. The user has to identify his own utility function U!() with
the help of some interactive routines [21]. Function U!() (except in leading problem) fulfils the
role of constraints in a co-ordination problem. Starting from some €7, which is worse in Pareto’s
sense than the solution treated as the best separately, we can create a series of the following
problems,

U'(Q'(v,m")) <e!, m'eM!(v), (4)

for €! aspiration level of the first sub-problem We can connect the process of selecting co-
ordination variables v and local m! to the leading sub-problem. This has the following form,

max Q*(v,m?), veV, m’eM?* ). (5)

By changing the values €' in the related sub-problem, the user can conduct the process of scan-
ning compromises at the co-ordination level and solve for himself (herself) the most important
— leading problem.

The whole procedure can start with two sub-problems and later it can be increased to more
sub-problems, but the co-ordination should always be conducted as the global problem. It means
the global optimisation problem increases according to the growing number of steps in the maze
model (Fig. 20).

The utility function used in the related sub-problems is a good and understandable quality
measure for the designer — decision maker. The sets of solutions, which are optimal in Pareto’s
sense and which are separately calculated, are also very understandable for the designer.

4. CONCLUSION

The paper presents the concept of the environment, called intelligent personal assistant, which is
based on the maze model of the design process. An attempt to integrate the maze model of the
design process and multi-criteria, multi-level, hierarchic optimisation is proposed.

The developed concept was implemented with some domain experts with several examples. The
following domains were considered [39]:

1. selected car dynamics problems,

2. car braking system design,

3. some aspects of plane suspension design,
4. some aspects of plane suspension testing.

Up to now author and co-operating team have not managed to build a single, universal environ-
ment according to the presented concept. Some of the ideas shown in the paper are functioning in
separate implementations done for different domains.
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