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This publication presents the results of a study on text similarity between Belarusian and
Ukrainian, utilizing a matrix-based analysis method grounded in edit distance. A distinc-
tive feature of this approach is the absence of language-specific vocabulary rules, highlight-
ing the algorithm’s linguistic universality in similarity analysis. The analyzed texts were
sourced from excerpts of online encyclopedias, translated using Al-powered online trans-
lation services provided by well-known companies. The primary objective of this study is
to determine whether it is possible to compare texts written in these languages without
prior translation into a common language. Additionally, it aims to assess whether a method
that does not belong to the large language model (LLM) family or the broader category of
Al-based approaches can effectively compare languages within the same linguistic group.
Furthermore, the study provides insights into the degree of similarity between Belarusian
and Ukrainian, investigating the extent to which speakers of one language might partially
understand the other.
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1. Introduction

The following languages, written in the variants of Cyrillic script, are used
in European countries: Russian in the Russian Federation (European Russia),
Ukrainian in Ukraine, Belarusian in Belarus, Bulgarian in Bulgaria, Macedo-
nian in North Macedonia, and Bosnian-Croatian-Montenegrin-Serbian (BCMS),
which in Bosnia-Herzegovina, Serbia, and Montenegro is officially written in
both the Latin and a modified Cyrillic scripts while Croatia uses exclusively the
Latin script.


https://cames.ippt.pan.pl/index.php/cames
https://doi.org/10.24423/cames.2025.1657
mailto:artur.niewiarowski@pk.edu.pl
https://creativecommons.org/licenses/by/4.0/

272 A. Niewiarowski, A. Plichta

This article focuses on investigating whether texts written in two closely
related languages — Belarusian and Ukrainian — can be compared in terms of
text reuse or text overlap without prior translation into a common language.
The goal is to verify whether this is possible using a method based on edit dis-
tance, combined with a matrix constructed from the alignment of two texts.
This matrix reflects the relationships between individual characters in the com-
pared texts. Belarusian and Ukrainian were selected for this study due to their
linguistic proximity, lexical similarities, and shared influences from the Russian
language.

The proposed method does not rely on models such as BERT or other
transformer-based architectures; it requires neither tokenization nor the training
of complex models. This makes it possible to apply the approach on standard
computer hardware without significant computational requirements.

Belarusian (also known as 6eaapyckas mosa, Bielaruskaja mova) and Ukrai-
nian (y%pai’ucma moea, Ukrainska mova), the official language of Ukraine [5,
23|, are Indo-European languages belonging to the East Slavic group, which
also includes Russian [5,21]. They are primarily spoken in the territories of
present-day Belarus, Russia, Ukraine, Latvia, Lithuania and Poland, and both
evolved gradually from Proto-Slavic, a language spoken by Slavic peoples ap-
proximately 1500 years ago. Although many features common to East Slavic
languages were established around the 9th to 10th centuries, the process of
forming distinct linguistic features in Belarusian and Ukrainian as separate
languages continued until at least the 14th to 15th centuries. From the 14th
century onward, the broader region where these languages were evolving be-
came part of Poland and Lithuania, which were united in 1569 as the Polish-
Lithuanian Commonwealth. Only four hundred years later, following the eco-
nomic and political collapse of that Commonwealth and its eventual parti-
tion by Russia, Prussia and Austria in the 18th century, most speakers of
Belarusian and Ukrainian became citizens of the Russian Empire (and later
Soviet Russia). As a result, both languages were first significantly influenced
by Polish, while the impact of Russian, though substantial, is more recent
and dates back mainly to the period after ca. 1700/1800 (depending on the
region).

The Belarusian and Ukrainian languages share many common features, but
there are several key differences between them in terms of phonetics, grammar,
and lexis. Here are some of them:

e Phonetics — apart from having different phonetic inventories, one of the
key distinctions between Belarusian and Ukrainian lies in phonotactics, as
Belarusian very clearly differentiates between the pronunciation of stressed
and unstressed vowels, merging all unstressed ‘a’ and ‘o’ sounds into char-
acteristic ‘a’, which is consistently marked in spelling. A similar phenome-
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non occurs in Russian, where unstressed vowels are turned into weak ‘e’
or ‘i’ sounds, however, in Russian, this change is not marked in spelling.

e Grammar and morphology — there are some notable differences in the
applied inflectional endings, as well as in the formation and use of tenses,
etc. When it comes to morphology, Ukrainian regularly employs consonant
and vowel mutations of the stem in the noun declension (with the most
characteristic change of ‘i’ to ‘0’ or ‘e’, depending on the syllable structure).
This feature is much more limited in Belarusian.

e Lexis — many words are different in the two languages, although they are
usually mutually intelligible to speakers of both.

e Alphabet — both languages use modified Cyrillic script. Ukrainian has
several unique letters not found in Belarusian, such as ‘r’, ‘1", ‘¢’, and ‘@’
(the letter ‘%’ functions as a vowel in Belarusian, whereas in Ukrainian, it
is treated as a consonant). In contrast, Belarusian has a letter: ‘¥ (‘u’ with

a breve).

e Dialects — Ukrainian has a number of dialects, which vary considerably
between different regions of Ukraine. Belarusian, on the other hand, is
more uniform, although there are some regional differences within Be-
larus.

A substantial part of this article overlaps with Chapter 4.3 of the PhD dis-
sertation of one of the authors [1], as the doctoral research was conducted in
parallel with the preparation of this paper due to the extended duration of the
review process.

2. Description of the problem and objectives

The two languages addressed in this publication are closely related and mu-
tually intelligible to some extent, yet they each possess unique features and
differences. Both languages belong to the broader Slavic language group [28].
The research presented in this publication attempts to determine whether an
effective comparative analysis can be conducted between texts written in Be-
larusian and Ukrainian using a computer algorithm that does not incorporate
grammatical rules specific to East Slavic languages, This includes the absence
of implemented stemming and lemmatization methods [10-12,26,29].

In addition to stemming and lemmatization, there are more advanced ap-
proaches to text comparison, including word embeddings [23] such as Word2Vec,
GloVe, and BERT, as well as LLMs [24] such as GPT-3/4 and mBERT. Fur-
thermore, techniques based on embedding distance calculations, such as word
mover’s distance (WMD) [25], allow for measuring similarity between texts at
deep semantic level. However, these methods require significant computational
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resources and produce large trained datasets, often reaching hundreds of giga-
bytes in storage size.

In contrast, the method presented in this study is relatively simple and com-
putationally efficient, as it does not rely on resource-intensive machine learning
models or pre-trained embeddings. This approach makes it more accessible for
practical applications, as it does not require high-performance computing in-
frastructure. Despite its simplicity, the proposed method demonstrates that it is
possible to carry out an effective comparative analysis between texts written
in Belarusian and Ukrainian.

In this study, the term “effective comparative analysis between texts” refers
to a quantitative approach based on word similarity, measured using the Leven-
shtein distance algorithm. The analysis does not focus on semantic or stylistic
aspects but primarily on syntactic similarity, as it compares texts by assess-
ing how similar individual words are at the character level. The method does
not incorporate language-specific grammar rules, but instead relies on a binary
similarity matrix, where a match between words is marked as 1 and a non-match
as 0. This approach is particularly useful for detecting text reuse or potential
plagiarism, as it highlights patterns of lexical similarity between documents.
However, it does not aim to analyze language typology, as it does not account
for structural differences between languages beyond the direct comparison of
word forms.

3. Presentation of the applied method

The concept of matrix analysis of text data based on Levenshtein’s edit
distance [8] is described in detail in [2]. Levenshtein’s distance has a variety
of applications, including DNS analysis [14] and spelling error correction [13].
This section introduces the algorithm’s general concept, with texts written in
Spanish and Romanian used to illustrate it in more detail [7,9]. Detailed com-
parative analyses of these two languages, which belong to the Romance lan-
guage group [6] are included in [20] and one such analysis was also posted
as a video [A20].

3.1. Presentation of the algorithm for analyzing text data

The algorithm is based on the idea of constructing a matrix M from two
analyzed documents whose matrix’s dimensions are equal to the number of words
in each document. The matrix is populated with binary values (1 or 0) depending
on whether the similarity value calculated between the words at each iterative
step, based on the Levenshtein distance [8], falls within a given range set as one
of the parameters by the user, see formula (1):
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tn tm
I 1 Ml tj] =5,
ti=1 tj=1

(1)
{ B =1:fp(Docl [ti], Doc2 [tj]) > bp,

B =0:fp(Docl [ti], Doc2 [tj]) < bp,

where M — a document matrix of size tn by tm, formed based on two documents:
Docl and Doc2, tn — the number of terms in Docl, # — the index number
of a given term in Docl, Docl [ti] — the term (element) of Docl, separated by
a space from a next element in the document, fp — a function that returns the
similarity measure p, as defined in formula (2), bp — the acceptable boundary
value of similarity measure parameterized by the user, e.g., corresponds to doc-
ument type (e.g., scientific vocabulary) or document language — setting the ap-
propriate value of this parameter must be preceded by prior analyses of the given
languages, language groups, and document types, which is also addressed among
others, in this article, and § — a value of either 0 or 1.
The similarity measure p is calculated by the following formula:

k>0, m>0,n>0,
p €0, 1),

where m, n — the lengths of the two terms/text strings (i.e., the number of
characters), k — the Levenshtein distance between the two terms/text strings,
and kpyax— the length of the longer of the two analyzed terms/text strings.
Each language has its own specific characteristics, including average word
length, grammatical inflection, plural formation, and word distribution within
sentences. These differences influence how text similarity can be analyzed across
languages and which parameters should be taken into account. The parameteri-
zation of the method for a given language or language group involves identifying
a universal set of values that are well-suited to the linguistic characteristics of
that language, enabling effective text similarity analysis. This means that these
values should provide reliable results for a broad range of texts in the given
language, though they may not always be optimal for every possible case.
Therefore, while adjusting parameters for a specific language improves the
method’s precision, there will always be a margin of inaccuracy due to the di-
versity of linguistic structures and text variations. Consequently, parameter se-
lection should be based on the analysis of representative data and experiments
to determine the optimal values for a given language or group of languages.
The example to illustrate the method, is based on two different languages
from the Romance group. A detailed description of the method is presented
in [2]. A graphical visualization (matrix M described in formula (1)) compar-
ing two short texts written in Spanish (Docl) and Romanian (Doc2) [5,6] is

p_1_< i ); kmax:max(nam)7

kmax

(2)
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709

0 Document length (number of words) 499

0 Document length (number of words) 533

768

Fic. 1. Example of the result in the form of a graphical matrix M analysis of two texts written
in languages belonging to the Romance language group.

shown in Fig. 1. The texts, analyzed below, were sourced from a Wikipedia
article about Spain written in Polish. The text was then translated into both
Spanish and Romanian using Google Translate. In the matrix, individual points
represent locations with logical values of ‘1’ indicating, fragments that are sim-
ilar between the text strings. Excerpt from the Spanish text: Espania, también
denominado Reino de Espana, es un pais soberano transcontinental, miembro
de la Union FEuropea, constituido en FEstado social y democrdtico de derecho,
cuya forma de gobierno es la monarquia parlamentaria. Su territorio, con capi-
tal en Madrid, estd organizado en diecisiete comunidades autonomas, formadas
a su vez por cincuenta provincias; y dos ciudades autonomas [...] [Al]. Excerpt
from the text in Romanian: Spania, cunoscutd si sub denumirea de Regatul
Spaniei, este o tara suverand transcontinentald, membra a Uniunii Furopene,
constituita ca stat social si democratic de drept, a carui formd de guvernare este
monarhia parlamentarda. Teritoriul sau, cu capitala la Madrid, este organizat
in saptesprezece comunitati autonome, formate la randul lor din cincizeci de
provincii; $i doud orase autonome [...] [A2].

Particularly noteworthy is the curve that forms in Fig. 1. It reflects the se-
quence of similar words occurring in succession in the analyzed texts. The fewer
the gaps between the words, the greater the similarity. This curve closely cor-
responds to the data displayed in Table 1. If the points deviate from the main
diagonal, it suggests that, for example, a sequence of words appearing consecu-
tively in one text document is shifted relative to the other — appearing earlier or
later depending on whether the point is above or below the diagonal. Another
reason for point deviation could be the repetition of a specific sequence of text
that appears in a similar form in the other document.
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TABLE 1. Examples of text excerpts considered similar.
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1D Spanish language Romanian language

1 | [...] En Europa, ocupa la mayor parte de la [...] In Europa, ocupa cea mai mare parte
peninsula ibérica, conocida como Espaiia [...]. a Peninsulei Iberice, cunoscuta drept Spania [...].

2 | [...] de facto del G. La primera presencia [...] de facto membra a G. Prima prezenta
constatada de hominidos del género Homo se confirmata a hominidelor din genul Homo
remonta a millones de afos antes del presente, dateaza cu milioane de ani inainte de prezent,
como atestigua el descubrimiento [...]. fapt dovedit de descoperirea [...].

3 | [...] monarcas espafioles dominaron el primer [...] monarhii spanioli dominau primul imperiu
imperio de ultramar global, que abarcaba global de peste mari, care cuprindea teritorii de
territorios en los cinco continentes, nota dejando | pe cinci continente, nota lasand o vasta
un vasto acervo cultural y lingiiistico por el mostenire culturala si lingvistica pe tot globul.
globo. [..] [..]

The points on the chart, which represent the positions of identical words
between documents, have been filtered to enhance readability. This filtering
highlights sequences of matching words against a background of seemingly ran-
dom points. The red color along the axes indicates sections where the documents
share similar or identical text.

The additional parameters introduced in this study for calculating document
overlap are as follows:

e Maximum allowable gap between words to maintain text continuity (de-
noted as gw in the following sections).

e Minimum required number of words to construct a text continuity vector
(denoted as wo in the following sections).

As part of this parameterization, the concept of text continuity has been
introduced. Text continuity can be defined using the following formula (3):

i€ (1, ny),

(3)

where T — the word continuity vector (a fragment of text in one document that
overlaps with a corresponding fragment in the other document), j — the vector
number in the results of the text comparison, ¢ — a natural number indicating the
position of a word within the vector, n; — a natural number representing the total
number of similar and dissimilar words in the j-th vector and, ¢;; — a Boolean
value indicating the similarity of specific terms between documents.

The word continuity vector was introduced in order to filter noise from the
graph, i.e., irrelevant fragments that may have been mistakenly identified as
similar. The maximum length of the T vector is not user-parameterized. Its
upper limit could, for example, be equal to the size of the document, i.e., the
total number of words in it. This occurs when the analyzed documents are
identical. The T vector consists of Boolean values (1 — similar word, 0 — dissimilar
word, i.e., true or false). The minimum size of the vector is determined by
the wv parameter and is adjusted by the user based on the characteristics of the
analyzed text (e.g., the language in which it is written). The wv parameter

T = (05 L it1s s tjin—1, tjn) s
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includes words that are similar and appear consecutively or with a maximum
allowable gap gw between them (i.e., dissimilar words). The smaller the gap
defined by gw and the larger the wv parameter, the stricter the constraints
imposed on the text comparison analysis. In other words, text sequences must
be more precise to be considered identical. The following example (Figs. 2 and 3)
serves as a visual complement to the explanation above, illustrating the structure
and functioning of the continuity vector T. The parameter bp is not relevant for
the following explanation of the introduction of the continuity vector T.

% 9 g 9
O « e

E et § i ’
0 Document length (number of words) 41 0 Document length (number of words) 41
F1G. 2. Analysis parameters — wv: 4, gw: 1. F1c. 3. Analysis parameters — wv: 5, gw: 1.

The points outlined in blue in Fig. 2 indicate the words that form one of the
word continuity vectors T. According to the configured analysis parameters,
these points remain in the similarity result because there are at least four of them
(as defined by the wv parameter), and the maximum allowable gap between
them (gw parameter) is set to one word. If the wv parameter were increased by
just one additional required word, or, if the allowable gap gw were reduced to
zero, the result would be more denoised, as shown in Fig. 3. In that case, the
words represented by the removed points in Fig. 2 would no longer be included
in the similarity outcome.

3.2. Tool for data analysis

The tool used in the research is a program called N-DMS Antyplagius [27],
which operates based on the matrix analysis of text data concept presented ear-
lier. The computer application was developed by one of the authors of this paper
and it is one of the results of scientific research on algorithms from the text-
mining field [2-4]. It performs similarity analysis between text data and does
not contain implemented language-dependent vocabulary rules. The program
analyzes documents written in languages of European origin, using both Latin
and Cyrillic alphabets (with the option of automatic transcription), as well as
Chinese characters. It allows users to customize analysis parameters for docu-
ments under study, including, among others, the degree of word similarity and
the size of breaks in sentence continuity. In addition, it has a predefined set
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of parameters tailored to specific document types of documents studied, i.e.,
papers, homework, theses, journal articles and, books, including mixed content,
and languages (Belarusian, Bulgarian, Chinese, Czech, Danish, Finnish, French,
German, Italian, Dutch, Norwegian, Polish, Portuguese, Russian, Romanian,
Slovak, Swedish, Taiwanese, Ukrainian). The application also features a built-
in OCR module (based on the world-famous Tesseract OCR Engine), which
enables text recognition from images [15] and perfectly complements the text
similarity method based on edit distance. Addressing and correcting shortcom-
ings of the OCR mechanism. The program is resistant to misrepresentation in
the form of character substitutions, spelling, and grammatical errors, as well
as occasional word substitutions. The analysis results include text fragments
considered similar and a diagram of the relationship between documents.

3.3. Data analysis and results

The analyzed text strings were sourced from online encyclopedia articles from
two well-known encyclopedias. They were translated using Al-powered machine
translation systems, which are now recognized for their high effectiveness (trans-
lations were carried out using Google [30] and Microsoft [31] translators). Each
system relies on distinct models and language processing methods, enabling more
diverse results. This approach ensures that the analysis is not limited to a single
translation algorithm but instead incorporates different methodologies applied
in practice. As a result, it provides a more objective assessment of text similarity
and reduces the risk that findings are merely artifacts of a specific translation
system. Three tests are described below. The first test (3.3.1) involves adapting
one language to another by translating the former and then analyzing their simi-
larity. The second test (3.3.2) begins by translating an article written in English
into the two languages under study. These two approaches are a reference to
the research that is taking place on issues related to cross-language plagiarism,
a growing issue in schools and universities around the world [18,19]. The third
test (3.3.3) involves analyzing the similarity between texts written in the two
languages examined in this study (translated from English) and several selected
Cyrillic-language texts.

A visualization of this type of analysis is available as a video on a YouTube
channel [A3], demonstrating the steps performed in the program to obtain a text
similarity result. The analysis focuses on two encyclopedic articles about the
Polish Academy of Sciences, written in the studied languages and not translated
using machine translators.

3.3.1. Encyclopedia article on Belarus. This analysis uses an ency-
clopedic article about Belarus [A4] sourced from an online encyclopedia (the
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website address of the encyclopedia site is available in reference [A5]). The arti-
cle, originally written in Belarusian, was translated into Ukrainian by a machine
translator [A6,A7]. The two texts were then compared. A graphical interpreta-
tion of the compared texts is given below. The gw constant remains consistent
across all tests in this section, as the specifics of the problem do not require
constant adjustment of this parameter. The gw constant is applied in analy-
ses of texts where there is a significant likelihood of content misrepresentation
by deliberately changing the structure of sentences, including word reordering,
word deletion, and substitution with synonyms. The value of gw was selected
from previous studies of texts written in different languages within the same
language family.

Result (1) represents the percentage of text similarity with respect to Doc-
ument (2), while Result (2) represents the percentage of text similarity with
respect to Document (1). The reported similarity is calculated as the ratio of
words in the T vector identified as similar to the total number of words in the
given document.

The above results should be considered primarily in relation to the thesis
posed in Sec. 2, addressing the tackled issue. From the graphs above, it can be
seen that regardless of the comparison parameters applied (chosen sensibly, of
course, and within the limits of analytical correctness), the texts show consid-
erable similarity and, in some cases, near identity — this is evidenced by the line
running diagonally across the matrix. It can be seen in the figures and the ta-
ble that the best result showing similarity between the texts in Belarusian and
Ukrainian is obtained by setting the word similarity bp at a level higher than
70%, while the minimum number of words in the sequence vector wv and the
maximum permissible gap between words gw remain unchanged at 5 and 8,
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F1G. 4. Analysis parameters — Fic. 5. Analysis parameters —
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respectively (Figs. 5 and 7). Setting the word similarity value bp below this
threshold makes the graphical result of the comparison less clear, noise appears,
and the diagonal line, which is responsible for visual confirmation of text simi-
larity, becomes less visible (Fig. 4). Reducing the constant bp to 0% generates
similarity score of 100% between the documents — which is an obvious error
and is due to the principle of the algorithm — i.e., each word under study is
considered identical to every other. Increasing the wv variable and decreasing
the gw value decreases the similarity score; however, the result here is definitely
not distorted (Figs. 8 and 9). In fact, the result is more accurate, as gaps in
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TABLE 2. Results of multiple text comparison analyses, conducted with different analysis

parameters.

© | St | ety | 8y || v | comersrmry | RO | Ret@
1 Belarusian Ukrainian 42 5 8 (113 gég i 1?512%34) 59.71 56.49
2 Belarusian Ukrainian 45 5 8 (113 gég i 1?51%4) 57.92 5451
3 Belarusian Ukrainian 50 5 8 (113 gég i ﬁslgé@ 55.82 52.62
4 | Belanusian | Ukainian | 70 | 5 | 8 | 1050710000, | 2089 | 2687
5 | Belausian | Ukeainian | 90 | 5 | 8 | 1950710000 | 1250 99
6 | Belarusian | Ulaainian | 100 [ 5 | 8 | 153071000, | 17 9.03
7 Belarusian Ukrainian 100 | 8 8 (113 gég i 1251%4) 6.08 451
8 | Belarusian | Ukrainian | 100 | 8 | 5 (ﬁ? oot " 5.38 3.94
9 Belarusian Ukrainian 100 | 8 2 (113 gég i ﬁslgéél) 4.4 3.11
10 | Belarusian | Ukrainian | 100 | 8 | 1| ;2307 %0 | 408 273

the occurrence of consecutive terms, forming a continuity vector that indicates
a similar passage between documents, are either not taken into account or are
taken into account to a lesser extent. These gaps are to be understood as other
words placed between terms or a change in word order, resulting primarily from

TABLE 3. Examples of text passages considered similar in the ID 5 analysis from Table 2.

Pyciii" Moscovia urbs metropolis tutius Russia
Albz. [1nan ropana maBépuytsl Ha 90 Tpagycay
IoyHay - cripaBa, 3BepXxy - 3axa] Kapra
"Bsutikae KusictBa Mackoyckae ui LlapcTsa
benaii Pyci nmaBoyie anomHix naBeaMiacHHSY"
Estats du Grandduc de Moscovie ou de
I'Empereur de la Russie Blanche suivant les
derniers relations, kaust 1749 r. Kaprorpad

Tenpsik 1 Jler Himppaanzst Kapra [...].

ID Belarusian language Ukrainian language

1 [...] 19 Bepacus 1991 razns! kpaina cTana [...] On 19 Bepecnst 1991 poky kpaina crana
HaspiBala PacryOnika bemapycs, y raThl 5k yac HasuBaTucs Pecry6uika Binopycs, Tozi s Oyau
ObLTi MIPBIHATBIS HOBBIS Iep0 1 CLAT 3aMEHEHbI NpHUAHATI HOBI repl i mpanop 3aMiHeHUH Ha
Ha cyJacHbIst Tep0 i cusr 7 wpsens 1995 [...]. cyuacHi rep6 i nparop 7 uepBHst 1995 [...].

2 [...] XVIcr. 3 1620x ragoy Hassa 3amanaBanacsi | [...] XVIcr. 3 1620x pokiB Ha3Ba 3akpinmiacs
3a yexoaHimi 3emisiMi Bsimikara Kusicta 3a CXiTHUMH 3eMJISIMH BeJIMKoro KHsi3iBcTBa
Jlitoyckara - naj3BiHCKIMI 1 HaAHAIPOYCKiMi JIuroBcbkoro - [ToABUHCHKHM i
naBetami. Ha gymky [...]. HapnninpsHeskum i Hapauinpsaebkum

nositamu. Ha nymky [...].

3 [...] i mae ThiTyn "MackBa cranina ycéit benaii [...] i mae Ha3By "Mocksa, cronuis Beiei binoi

Pyci" Moscovia urbs metropolis tutius Russia
Alba . [1nan micta noBepHyTo Ha 90 rpaayciB
cripaBa - MiBHiY, 3BepXy - 3axia Kapra "Bsutikae
KusicrBa Mackoyckae ui Llapcrsa Benait Pyci
MaBoJyIe aromIHix naBegamiueHHsy" Estats du
Grandduc de Moscovie ou de I'Empereur de la
Russie Blanche suivant les derniers relations,
kans 1749 r. Kaprorpad I'enzapeik 13 Jler
Himopianzsr Kapra [...].
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differences between languages. Therefore, due to the fact that one compares
two different languages, the wv and gw variables, in most analyses, were set
according to the given values and were not changed.

Table 3 contains selected passages considered similar, resulting from the
analysis of the text comparison. Each of the above words considered similar to
its counterpart in the other text is visually represented as a point on the matrix.

3.3.2. Encyclopedia article on Ukraine. The above analysis juxta-
poses two excerpts from articles about Ukraine [A8], obtained from a different
online encyclopedia [A9] (the address of the encyclopedia’s website is available
at [A10]) than those used in previous analyses. The English text was trans-
lated by machine translation systems from two different providers into Belaru-
sian [30] and Ukrainian [31]. The parameters used in this comparison analysis
are analogous to those in the previous section. A graphical interpretation of the
comparison is presented in Figs. 10-13.
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0 Document length (number of words) 2654 3799 0 Document length (number of words) 2654 3799

Fic. 10. Analysis parameters — Fic. 11. Analysis parameters —
bp: 30%, wv: 5, gw: 8. bp: 42%, wv: 5, gw: 8.

As in the previous test, the best-fitting parameters for analyzing these two
languages are a bp word similarity above 50%, but no more than 70% (Fig. 12).
Within this range, noise is reduced and the curve is more clearly defined.

Raising the word similarity bp to 100%, that is, making words identical by
force, results in a 0% similarity; in such a case, the texts are considered dissimilar
(Fig. 13).

Table 5 contains selected text passages identified as similar by the algorithm.
The data is the result of the analysis based on the parameters of ID 3 from Ta-
ble 4. It can be seen that there is a clear similarity between texts, even for very
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bp: 100%, wv: 3, gw: 8.

TABLE 4. Results of multiple text comparison analyses, conducted with different analysis pa-

rameters.

D | Docurent | Dot | b0 |y | gy (nfrﬁ%zf;rf}%‘;ﬁ;s) Resat 1) | Resut 2
1 | Belarusian Ukrainian 42 | 51| 8 (283 g?g ;( %1533) 55.41 56.38
2 | Belasian | Ukrainian | 45 | 5 |8 | LY | sass | 5390
3 | Belarusian Ukrainian 50 | 5| 8 (2: ZS?Z ;( %16633) 51.22 52.10
4 | Belarusian Ukrainian 70 518 (283;22 ;( %1&3) 21.32 21.61
5 | Belawsian | Ukrainian | 90 | 5 | 8 | 000 Sl 305 312
6 | Belarusian | Ukmainian | 100 | 5 | 8 | 7007000 245 2.50
7 | Belarusian | Ukrainian | 100 | 8 | 8 | 2l 300 047 0.48
8 | Belarusian Ukrainian 100 | 8 | 5 (283 Z.jg z %1:33) 0 0

9 | Belarusian Ukrainian 100 | 8 | 2 (2: Z?g ;( %16633) 0 0
10 | Belarusian | Ukainian | 100 | 8 | 1| o007 00 0 0

long words. The texts consist of both similar words (e.g., Table 5, ID 4: inmxyc-
TPBIATI3aBaHLIA VS. iHIycTpianizoBani), as well as words that are completely
different in form (e.g., Table 5, ID 4: rapanant vs. micTa), but meaning exactly
the same in both languages under study. Appropriate parameter settings in the
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TABLE 5. Examples of text passages considered similar in the ID 3 analysis from Table 4.

ID Belarusian language Ukrainian language
1 [...] Ykpaina, kpaina, pasmenryanas Ba YCXoqHsi [...] Yxpaina, kpaina po3ramoBana Ha CX0/1i
Eypone, npyras na BeniubIHi Ha KAHTBIHEHIIE €Bpony, Apyra 3a BEJINYMHOIO Ha KOHTHHEHTI
nacis Paciii. Cranina - Kiey, pa3merruans Ha nicnst Pocii. Cronuueto € KuiB, po3raroBanuii
parp JlHenp y nayHOYHAIPHTpaIbHaMii [...]. Ha piuni JHIOpo B MiBHIYHOLEHTPAIBHII [...].
2 [...] Caro3a sik Ykpainckas CaBenkas [...] Coto3y sik Ykpaincbka PaasHcbka
Cauppsuticteranas Pacriy6aika C. C. P. Kami Couianictryna Pecry6uika CPCP. Ko
Cagenki Caro3 nauay pacnagana ¥ 1990-91 rapax, | PagsHcekuii Coro3 nouas posnagarucs B 1990-
3akaHajgayyas ynana Ykpainckait CCP. abssicuini | 91 pokax, 3akononaBuuii opran YPCP
cyBepaHITIT 16 minens 1990 r., a 3aTbIM OYHYIO mporoJjocus cyBepeHiTer 16 munus 1990,
He3anexHacpb 24 xHiyHA 1991 r., KpOK, sKi ObIY a MOTIM MOBHY He3alexHicTh 24 ceprHst 1991,
HanBep/KaHbl HAPOJHBIM aJabpIHHEM Ha KpOK, sIKHii OyB ITiITBEp/PKEHUI HAPOIHUM
wredicupine 1 caexus 1991 r. [Macns pacnany CXBaJIeHHsIM Ha 1uiebicuuti 1 rpyans 1991.
CCCP y cuexwi 1991 rona Ykpaina arpsivana 3 posnagom CPCP y rpyaui 1991 poky
noyHyro HezanexxHacub. Kpaina 3MsiHina cBato VYkpaina oTpuMaia roBHY HE3aJIeKHICTb.
ainplitHyIo Ha3By Ha YKpaiHa, i raTa qanamarsio | Kpaina 3MiHmia cBoro odililiHy Ha3zBy Ha
3acHaBanb CaapyxHach Hezanexusix [[3spxay VYkpaina, 1 ie JONOMOTIJIO 3aCHYBATH
CHJI, absiiHaHHe KpaiH, siKis paHeii Obuti CniBapyxHicts Hezanexunux Jlepxas CH/I,
pacmyo6uikami Caserkara Cato3a. Knivat Ykpaina | oOenHaHHs KpaiHs, sKi paHiue Oyiu
3HaX0/3i1a Ba YMEPaHbIM KIIIMAaTHIYHBIM IOsICE, pecnyonikamu Pagsacskoro Corosy. Kiimat
Ha 5Kl macTynae yMepaHa U€mae BiIbroTHae VYkpaiHa JIeKHTh y TIOMIPHOMY KITiIMATHYHOMY
naBerpa 3 ATJIaHThIYHATA aKisiHa. 3iMbl HA TI05IC1, Ha KU BIUIMBAE OMIPHO TEILIE, BOJIOTE
3axaji3e 3HaYHa MAKYDH, 4bIM Ha Ycxonsze. [...] TIOBITPst 3 ATJIAaHTUYHOTO OKeaHy. 3UMHU Ha
3aX0/1i 3HAYHO MsIKIIi, HiX Ha cxoi. [...]
3 [...] cenbckaracnagapuara pariéHa 3aiiMaronb [...] cinbepkOrOCIONAPCHKOTO PErioHy
BOPHBIS 3eMJI1 JIACHI 3aiiMaroLb TOJIbKI Kauist 1/8 3aiiMaroTh opHi 3emui Jlicu 3aiiMaroTh e
TapbITOphI. Jlaneit Ha moya3ens, kaust YopHara, OJIM3BKO BOCHMOT YacTHHY Iutonyi. Jlani Ha
A3soyckara mopay i KpsiMckix rop, necactan miBJeHb, 0111 YopHOTO MOps, A30BCHKOTO
3iTydaerua ca cTInaBaii 30Hai, miomya ko Mopst i KpUMCBKHX Tip, J1iCOCTeI MPHEHYETHCS
cxuagae kais 89 000 kBagparHsix Mias 231 000 JI0 CTENOBO{ 30HH, ILIOLIA KO CTAHOBUTH
KBaJPaTHBIX KilameTpay. MHOris 3 IIIoCKiX 6mm3bkoko 89 000 kBanpaTHuX MuIs 231 000
OSI3JIECHBIX PayHIH Y IITBHIM PIriéHe KBaJpaTHUX KM. bararo ruockux, 6e3micux
anparoyBaola, Xalsl Manas rajasas KoJbKaclb PIBHUH B IIbOMY PETiOHI 00pOOIISIOTECS, X04a
amajkay i rapadvae Jieta poOsiib HeaOX0IHBIM HHU3bKa PiyHa KUIBKICTH OMAJiB i CIEKOTHE JITO
JlaaTkoBae abpamisHHe. [...] POOIIATE HEOOXITHUM JOAATKOBE 3POLICHHS.
[-]
4 [...] Bamapoxoka. Criaba iHaycTpbIsuTi3aBaHbIs [3amopixokst. Cnabo ingycrpianizoBaHi Micta
rapaJibl Ha 3axaJ(3e, TaKis K Ykrapaj Ha 3aXO0Ji, TaKi K YKropoj ta XMelIbHUIBKHH,
1 XMsUTBHILIK], CYTBIKAIOILA 3 3a0pyIKBaHHEM CTHKAIOTHCS 13 3a0pyIHEHHSIM HOBITPS,
[aBeTPa, BBIKIIIKAHBIM IlepaBarail He3()EKThIYHBIX | CHPHYMHEHHM IEPEBAKAHHIM Hee()eKTUBHUX
ayTamMalOisty. ACHOYHBIS PIKi, Y ThIM JKy J{Herp, | aBTOMOOLTiB. Benmuki piuky, BKIIOUArOUH
Juectp, luryn i lanen, cypé3na 3a0pymKaHbis Juinpo, duictep, Iuryn i lonens, cepitozHo
XiMiYHBIMI YTHaCHHAMI 1 mecThIbIIAMI [...]. 3a0py/HeHi XIMIYHUMH 100pHUBaMU
i mecruuugami |[...].

analysis allow such words to be ignored in order to ensure continuity in the
vector of similar words.

3.3.3. Encyclopedia article on Ukraine in other Cyrillic languages.
For the sake of completeness and to aid in the interpretation of the results, this
section presents comparative analyses of an excerpt [A11] taken from the above
texts, written in Belarusian and Ukrainian (the translation performed using the
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Google tool [30]), in comparison with other Cyrillic languages (Figs. 14-17).
(The Cyrillic script is an alphabet used by many languages, mainly in Eastern
Europe and Central Asia. Here are some of the languages that use it: Russian,
Ukrainian, Belarusian, Bulgarian, Serbian, Montenegrin, Macedonian, Kazakh,
Kyrgyz, Tajik, Uzbek (sometimes interchangeable with the Latin script), Mon-
golian, Ossetian, Abkhazian, Bashkir, Chuvash, Komi, Mordvin, Tatar, Tuvan,
and Yakut.) The languages considered are from both European and Asian coun-
tries. The analysis parameters are similar to those used in previous tests and
are set as follows: bp: 50%, wv: 5, gw: 4-8.
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Table 7 contains the results of the full similarity analysis for ID 5 from
Table 6.

TABLE 6. Results of multiple text comparison analyses, between selected Cyrillic languages,
using the same analysis parameters.

Number of words
Document Document bp Result (1) | Result (2)
'O | tanguage (1) | language (2) | [og] | M | O | (PUmOST O ERRECIETS) | gy [%]
Belarusian Ukrainian 501 x 492
1 [AL2] [A13] 50| 5 | 8 (3687 x 3611) 57.49 57.93
. Bulgarian 501 x 558
2| Belarusian [A14] 50 | 5 8 (3687 x 3715) 13.37 12.01
. . 501 x 512
3| Belarusian Serbian [A15] | 50 | 5 8 (3687 x 3444) 10.78 10.55
. Macedonian 501 x 569
4| Belarusian [AL6] 50| 5 | 4 (3687 x 3815) 6.39 5.62
. 501 x 485
5| Belarusian Kazakh [A17] | 50 | 5 4 (3687 x 3729) 4.19 4.33
- . 492 x 558
6| Ukrainian Bulgarian 50 | 5 8 (3611 x 3715) 17.48 15.77
.. . 492 x 512
7| Ukrainian Serbian 50 | 5 8 (3611 x 3444) 14.43 14.06
- . 492 x 569
8| Ukrainian Macedonian | 50 | 5 4 (3611 x 3815) 9.35 8.08
L 492 x 485
9| Ukrainian Kazakh 50 | 5 4 (3611 x 3729) 4.33 4.27
TABLE 7. Complete result of the comparative analysis of texts written
in Belarusian and Kazakh.
Text Text
ID Belarusian language (1) Kazakh language (2) excerpt excerpt
1) )
1 | [...] - xans 44 000 kBagpaTHBIX Mijlb [...] - wamamen 44 000 mapmsr | 55-65 45-55
114 000 kBagpaTHbIxX Kigamerpay - [...]. | muas 114 000 mapst km - [...].
2 | [..] 78,000 kBagparubix mims 202,000 | [...] 78,000 mapmmsr munbai | 136-141 | 117-122
[..]. 202,000 [...].
3 | [...] 89,000 kBagparubix mine 231,000 | [...] 89,000 wapmer Muaeai | 178-183 | 167-172
[..] 231,000 [...].
4 | [..]16wmins 10 km [...]. [..]1 6 muib 10 &M [...]. 269-272 | 251-254

As can be seen from the above analyses, the same texts written in languages
that use Cyrillic do not automatically ensure a high degree of similarity between
them. A large role is played here by the languages’ belonging to particular lan-
guage groups and their common history of linguistic evolution. In Table 7, one
can see how little similarity some texts show, and the main factors that increase
similarity values are numbers and measurement units. The occurrences of points
on both sides of the diagonal result from the repetition of text sequences in dif-
ferent sections of the analyzed texts — primarily the numbers and measurement
units mentioned earlier.
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4. Applications

To sum up, it turns out that the accuracy of the analysis results depends
primarily on the word similarity parameter bp. This parameter is responsible
for determining, within the matrix concept of text analysis, whether the words
analyzed in a given iteration step should be considered identical and, if so, fill-
ing the corresponding matrix cell with a positive value. Based on the above
results, it can be seen that an algorithm, even without implementing grammar
rules for a particular language, is able to correctly estimate the existing simi-
larity between texts, despite the additional differences arising from the different
languages involved.

This method, like any other, is not perfect. The calculation parameters
should be adjusted according to the specific scenario, particularly the languages
being analyzed. An additional aspect, in this case, could be the development
of a supplementary method for selecting analysis parameters based on the ana-
lyzed text characteristics. However, even when the optimal parameters are not
selected for the analysis of a specific set of textual data, the results may still
strongly suggest misconduct in the form of plagiarism, or simply indicate a high
degree of text similarity.

5. Summary and future work

The matrix text analysis algorithm based on Levenshtein’s edit distance [8],
confirmed the similarity of languages within the same language group, as de-
scribed by linguists [5]. The algorithm does not use a thesaurus, so words with
similar meanings but a large edit distance are not considered identical. How-
ever, this should not significantly affect the result of the text similarity analysis,
since it is impossible to swap most words in a text document so that it still car-
ries the same message while consisting of entirely different terms with similar
meanings. And even if this were possible, it would be difficult in such a case
to classify it as simple plagiarism of the text. However, a dictionary of closely
related words could be an interesting factor to strengthen the algorithm, so this
will be the subject of future research, especially in terms of optimizing the over-
all calculation process. In addition, the approach presented in this study will
be used to analyze the similarity of essays created by the ChatGPT program
(GPT — generative pre-trained transformer, https://chat.openai.com), which is
currently being studied by researchers around the world and which is becom-
ing an increasing ethical issue in academia [16,17]. First steps in, this regard,
have already been taken, and the results can be viewed at the following on-line
resources: [A18] and [A19].


https://chat.openai.com
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