Heuristics applying stochastic information as tools for thermoacoustic standing-wave engine optimization
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In this article, two numerical methods for solving engineering problems defined as multicriteria optimization and inverse problem are presented. In particular, this study deals with the optimization of the design of thermoacoustic engine in the frame in which both types of tasks are solved. The first proposed heuristic serves to find many p-optimal solutions simultaneously, which represents a compromise between usually mutually contradictory goals at work. Based on them, the full Pareto front is approximated. The inverse problem solution reproduces parameters for solutions located on a designated front but those that are not found in multicriteria optimization. In this article, the RACO heuristics are proposed for determining p-optimal solutions and the Bayesian approach is introduced as a method for solving ill-conditioned inverse problems. Optimization of the construction of the thermoacoustic engine is aimed at verifying proposed methodology and present the possibility of using both methods in engineering problems. The problem discussed in this article is formulated and the numerical methods used in the solution are presented in details.
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**NOMENCLATURE**

- \( p \) – pressure [N m\(^{-1}\)],
- \( c_p \) – heat capacity [J kg\(^{-1}\)K\(^{-1}\)],
- \( c \) – speed of sound [m s\(^{-1}\)],
- \( u \) – velocity [m s\(^{-1}\)],
- \( L \) – stack length [m],
- \( Z \) – stack placement (along 0z-axis), 0 at close end [m],
- \( h \) – heat transfer coefficient [W m\(^{-2}\)K\(^{-1}\)],
- \( H \) – cylindrical radius [m],
- \( N \) – number of estimated parameters,
- \( d_c \) – channel diameter [m],
- \( T \) – temperature [K],
- \( k_b \) – Boltzman constant,
- \( k \) – thermal conductivity [W m\(^{-1}\)K\(^{-1}\)],
- \( Q \) – heat flow [W],
- \( W \) – acoustic work [W] (per channel).
1. INTRODUCTION

In many engineering problems, the demand for optimization of parameters (decision variables) that in the best way simultaneously fulfills several objectives is increasing. In practice, this means finding a set of parameters by fixing a compromise between various objectives [5, 7, 25] for which the so-called multicriteria optimization should be used. The solution of such a problem, by its nature, is not unique. A solution of optimization means (infinitely) many, equivalent, nondominated solutions. Such a set of solutions is generally known as the Pareto-optimal or p-optimal set [15]. A pair of solutions is nondominated if one of them is better than the other with respect to at least one criterion and at the same time worse with respect to the other. These form a set whose individual solutions cannot be compared with each other. They are just possible variants of the solution of the optimization problem.

Having a set of p-optimal solutions and knowing that each of them should be treated as the solution of problem (optimal in Pareto sense), in fact, allows to have many variants available. For the final selection of solutions from the many proposed variants, an additional assessment is required by a human decision maker. This additional evaluation can be dictated by nonnumerical criterion (e.g., the ease of implementation or production and esthetics) and is particularly important at the stage of design of technology, devices, or any other type of problem. An ideal solution of a multicriteria problem is to designate the entire Pareto front, i.e., all the p-optimal variants of the solution from which the decision maker chooses the solution indicated by the additional assessment.

Multicriteria problems generally need to be solved using an appropriate numerical method or population heuristic. Depending on the approach adopted [5], a single solution on the Pareto front or, at best, a finite number of such solutions may be found. In order to simultaneously explore many
solutions lying on the Pareto front, it is appropriate to use population-based optimization methods [1, 3, 4, 10, 27, 28]. The appropriate modification of heuristics, such as evolutionary algorithm (EA) or other methods from the swarm intelligence group, allows to find many solutions simultaneously and collect them in a set $S_{pOpt}$ (a finite set of p-optimal solutions).

Real ant colony optimization (RACO) as a multicriteria problem-solving tool was reviewed and modified in [13]. The evaluations were performed not only by solving benchmark tasks and comparing their results with known solutions, but also through the comparison of solutions obtained by using the scalar optimization objective function (aggregate function) and those obtained in the task of seeking full Pareto front. Regardless of whether the resulting optima are obtained as a single solution for aggregate function or as a result of work of population technique, many interesting Pareto points are missed. Similar observations were made by De Weck [23].

Since the p-optimal solutions found are usually “stacked” unequally at the front, the solutions from $S_{pOpt}$ are those which may not be always interesting for a chosen assessment. Of course, in many cases, it is possible to approximate the course of the Pareto front based on the points from the set $S_{pOpt}$. Then, theoretically, there would be access to “intermediate” solutions on the front. It is important to remember that solutions, obtained in a numerical way, are pairs of p-optimal solutions (reconstructed parameters) together with corresponding values of criteria (points on the Pareto front) that are optimized. Any other point on the front represents the p-optimal solution, but without the information about the value of the parameters for which the solution would be achieved. In this case, for points outside of the set $S_{pOpt}$, it would be necessary to reconstruct the parameters for which the values of the criteria represented by the indicated point on the Pareto front are achieved. The problem of reproducing parameters based on the value of the criteria (determining the causes on the basis of the effects) is an inverse problem, which must be formulated and solved separately.

This two-step procedure allows to find any p-optimal solution (the values of the estimated parameters and the corresponding criteria values) even if it was found or missed in the multicriteria optimization method.

The optimization in problems related to thermoacoustics has rarely been discussed in the literature. One of the few examples is the problem of optimizing the engine structure [22]. The authors performed both single and multicriteria optimization. Consequently, they provided a tendency of structural variables when optimizing individual objective components, and their results fully coincide with an intuitive evaluation of the impact of individual variables on individual criteria (e.g., work grows along with the lengthening of the stack). The decision variables, which are the structural variables, have a contradictory effect on criteria, so it is more interesting to find the front of p-optimal solutions.

As far as the articles dedicated to inverse problems, although there are quite numerous works related to this subject, those dealing with thermoacoustics are missing too [6].

In [8], the inverse problem was formulated, but not related to the thermoacoustic engine. It dealt with the reconstruction of unsteady fluctuations of the heat release rate in a combustor. A typical approach to solve inverse problems is to use the regularization that is designed to restrict the impact of the input data error [24]. Another idea is to investigate the sensitivity of measured values to changes in the estimated parameters and use it for a proper selection of the searched values [16]. In some cases, the reformulation of the phenomenon model may be helpful [2]. In [12], the problem of reconstruction of unsteady fluctuations using the Bayesian stochastic approach was presented [9, 19]. This method allowed reconstruction of the parameters based on disturbed data, which is important in strong ill-conditioned problems.

Growing computational power and modern numerical methods are good tools used to solve engineering problems, even the ones whose mathematical model might be very complex.

This article deals with the thermoacoustic problem consisting of optimization of the position and length of the stack and the resonance tube diameter to maximize engine performance while minimizing heat loss. The task was to solve both the multicriteria and the inverse problem. The modified RACO algorithm was used as a multicriteria optimization tool (for finding $S_{pOpt}$) and
the Bayesian approach was used to solve the inverse problem, i.e., reconstructing the parameters determining the solution on the Pareto front but not belonging to the set $S_pOpt$. In this study, results obtained for both problems, as well as the advantages and limitations of the proposed heuristics based on these results, are discussed.

2. THERMOCOUSTIC ENGINE – OPTIMIZATION OF ITS CONSTRUCTION

The basic goal of the thermoacoustic device design is to plan its construction for the most efficient operation properly.

In case of a thermoacoustic engine, it is usually a matter of maximizing work output while minimizing heat loss, which translates into its efficiency. Although the concept of the engine and thermoacoustic compressor is not new (the first engine was described by Stirling in 1816), the simplicity of their construction keeps the demand for such devices increasing. They can be used, e.g., in microcircuits as a pump heater or produce spot cooling of specific elements in the circuit [21], as a low-cost electricity generator for rural areas [26], or as a device for energy savings [18]. Thanks to optimization, the spectrum of applications for thermoacoustic devices can be very broad. Properly designed construction not only improves efficiency but also adapts the machine to the conditions in which it is designed to work.

The capabilities offered by numerical modeling, often designed to evaluate a project without the need for prototype construction are commonly used at the design stage. Modeling together with appropriate optimization methods provides a good chance of finding solutions that improve efficiency or performance of your design. Of course, the quality of the solution obtained is strongly correlated with the quality of the mathematical model. It should be borne in mind that optimization allows to find the best solution, but it is always a solution connected to the model in which the proposed variants are evaluated.

2.1. Mathematical model

In this study, the model of thermoacoustic engine proposed by Trapp et al. [22] is used. This is a two-dimensional nonlinear model of the real quarter-wavelength engine. This device consists of a glass resonance tube closed at one end. Inside the tube, there is the so-called stack, the key component in thermoacoustic devices. This unit is sandwiched between two heat exchangers, one of which is responsible for supplying heat to the system and the other for receiving it. The supplied heat forces the temperature gradient across the stuck in the axial direction of the engine and results in amplification of pressure disturbances in the working gas and a corresponding loud noise to be emitted once a steady state has been achieved. It is possible if the imposed temperature gradient is larger than the critical temperature gradient (this is achieved by appropriate heating and cooling of the ends of the stack). The expression for the critical temperature gradient was derived by Swift [20] and is given as follows:

$$\nabla T_{\text{crit}} = \frac{\omega p}{\rho m C_p U}.$$  \hspace{1cm} (1)

At the closed end of the resonance tube, there is the pressure arrow and the velocity node, whereas, at its open end, there is the pressure node and the velocity arrow. Placing the porous stack near the closed end causes the working gas to experience strong pressure oscillations (resulting from the heat supply) and relatively small shifts between the closed end and the stack.

“When a gas in the vicinity of the walls inside the regenerative unit is subject to a sound wave, it experiences compression, expansion, and displacement. Over the course of the cycle, heat is added to the gas at high pressure, and heat is withdrawn from it at low pressure. This energy imbalance causes an increase in the amplitude of pressure in subsequent cycles until the acoustic
energy dissipation equals the heat supplied to the system. In the steady state, the engine converts thermal energy into work, which is accompanied by an acoustic effect.

The construction and position of the stack have a significant impact on the operation of the thermoacoustic engine. With the increase in the length of the stack and the tube radius, the work done by the device increases, however, the heat loss also increases” [22]. The work of the device and the heat loss are thus mutually contradictory criteria.

Therefore, the purpose of this study was to find the placement for the values of construction parameters such as \( L \) – stack length, \( H \) – resonant tube radius, and \( Z \) – position of the hot end of the stack in order to maximize engine work while minimizing heat loss. This means that we are dealing with the optimization of the two-criteria function \( \Phi \), defined here as follows:

\[
\Phi: \mathbb{R}^3 \rightarrow \mathbb{R}^2,
\Phi(L, Z, H) = (W, -Q_{\text{all}}) \rightarrow \max,
\]

where the decision variables are \( L \), \( Z \), and \( H \), and the criteria for which optimization is made are \( W \) (maximization) and heat flow \( Q_{\text{all}} \) (minimization), understood as the sum \( Q_{\text{all}} = Q_{\text{conv}} + Q_{\text{rad}} + Q_{\text{cond}} \).

The objective function \( \Phi \) does not return one value that can serve as a measure of solution quality. However, it returns a vector of values whose constituents are called criteria. In other words, by controlling the parameters \( L \), \( Z \) and \( H \), we obtain the system response in the pair \( (W, -Q_{\text{all}}) \).

Given the structural data of the engine, it is necessary to find the temperature distribution in the domain accepted for calculation, in order to calculate the work and the heat loss of the engine. Due to the axial symmetry of the engine, the calculations were performed in the two-dimensional domain (Fig. 1). According to the mathematical model adopted, the work of engine is calculated by the following formula:

\[
W = \omega \left[ \frac{\delta_k (\gamma - 1)p^2}{\rho c^2(1 + \varepsilon)} (\Gamma - 1) - \delta_\nu \rho u^2 \right] LN d_c,
\]

while the heat loss is

\[
Q_{\text{all}} = Q_{\text{conv}} + Q_{\text{cond}} + Q_{\text{rad}},
\]

where

\[
Q_{\text{conv}} = H \int_0^{2\pi} \int_0^L h(T_s)(T_s - T_{\infty}) dz d\phi,
\]

Fig. 1. Computational domain.
\[ Q_{\text{cond}} = \int_0^2 \int_0^H \left( k_{rr} \frac{\partial T}{\partial r} + k_{zz} \frac{\partial T}{\partial r} \right) dzd\phi, \]  
\tag{6}

\[ Q_{\text{rad}} = H k_b \int_0^2 \int_0^L \varepsilon (T_s^4 - T_\infty^4) dzd\phi. \]  
\tag{7}

Optimized volumes depend on the parameters defined as follows:

\[ \varepsilon = \frac{(\rho c_p \delta_k) \phi}{\tanh \left( (i + 1) \frac{y_0}{\delta_k} \right)} \tanh \left( (i + 1) \frac{l}{\delta_s} \right), \]

\[ u_{\text{max}} = \frac{p_{\text{max}}}{\rho c}, \]

\[ p = p_{\text{max}} \cos \left( \frac{2\pi Z}{\lambda} \right), \]  
\tag{8}

\[ u = u_{\text{max}} \sin \left( \frac{2\pi Z}{\lambda} \right), \]

\[ k_{rr} = \frac{k_s k_g (t_w + d_c)}{k_s t_w + k_g d_c}, \]

\[ k_{zz} = \frac{k_s t_w + k_g d_c}{t_w + d_c}. \]

In the model adopted, there is a constant temperature at both ends of the stack (\( T_h \) – hot side temperature and \( T_c \) – cold side temperature) and free convection and radiation to the surroundings (at \( T_\infty \)). In addition, it is assumed that the stack structure is fixed (number of channels and its radius are constant), and the decision variables are constrained:

\[ Z_{\text{min}} \leq Z \leq Z_{\text{max}}, \]

\[ L_{\text{min}} \leq L \leq L_{TAE} - Z, \]  
\tag{9}

\[ H_{\text{min}} \leq H \leq H_{\text{max}}, \]

where \( L_{TAE} \) is the length of the thermoacoustic engine.

Using the formulas (5)–(7) containing the integral is not convenient because this would require direct analytical solving, which is very difficult or even impossible to calculate. Because of this, following the work of Trapp et al. [22], the heat flow under consideration can be calculated by using its approximated forms:

\[ Q_{\text{conv}} = 2\pi H L h \left[ T_h \frac{T_c}{T_h} \left( \frac{T_c}{T_h} - 1 \right) - T_\infty \right], \]  
\tag{10}

\[ Q_{\text{cond}} = \frac{k_{zz}}{L} \pi H^2 T_c \ln \left( \frac{T_h}{T_c} \right), \]  
\tag{11}
\[ Q_{\text{rad}} = 2\pi H L k_b \varepsilon \left[ \frac{T_h^4 \left( e^{\frac{4\ln \left( \frac{T_c}{T_h} \right)}{4\ln \left( \frac{T_c}{T_h} \right)}} - 1 \right)}{4 \ln \left( \frac{T_c}{T_h} \right)} \right] - T_\infty^4. \]  

(12)

It is worth noting that despite being approximated, the mathematical model is still nonlinear.

Since the decision variables, which are structural variables, affect the criteria contradictorily, the solution to the above problem is to find the front of p-optimal solutions. In this study, due to this reason, the modification of the ant algorithm has been proposed. As a population heuristic, this method is ideally suited to simultaneously determine the multi-element representation of the Pareto front, a set of equivalent solutions, each representing a compromise between the criteria.

3. MULTICRITERIA OPTIMIZATION

3.1. Pareto-optimal solution

As mentioned, the problem formulation in the form (2) means that we are dealing with a multiobjective optimization.

In such tasks, a range of the objective function is usually a subset of the set \( \mathbb{R}^m \) in which the order relation is not defined naturally. Consequently, it is not possible to compare each value of the objective function \( \Phi \) to one another. However, the notion of optimization, by its very nature of searching the best solution, requires the ability to compare and unambiguously evaluate the variants. For this reason, in the multicriteria optimization, the relationship of dominance is introduced [25]. By definition, we say that the point \( x \) dominates \( y \) (or \( y \) is dominated by \( x \)), which is noted by \( x \succ y \) if

\[
\forall k = 1, \ldots, m; \quad f_k(x) \leq f_k(y) \quad \land \quad \exists k \in \{1, \ldots, m\} \quad f_k(x) < f_k(y),
\]

(13)

where \( f_i \) means \( i \)-th criteria (\( i \)-th component of the vector of objective function values \( \Phi \)). The relation defined in this way introduces the order in the set \( \mathbb{R}^m \). The solution which is dominated is treated as “worse” compared to the dominant solution. It is easy to see that there will be groups of solutions that cannot be compared to one another. These are nondominated solutions that lay in the so-called layers. Within one layer, solutions are better than others because of at least one criterion, and at the same time worse for another criterion.

As a result of well-performed optimization, nondominated solutions will “lie down” in one layer along, i.e., Pareto front. It is a collection of points representing all possible (but equivalent) variants.

![Fig. 2. Pareto front in two-objective function.](image-url)
of the optimization problem solution. Because the Pareto front usually contains infinitely many solutions, finding all of them is not practically possible. The purpose of multicriteria optimization is to find, on the set of the feasible solutions, the most numerous (finite) group of nondominated points lying on this front. The set obtained can be called both “trade-off surface” or set of p-optimal solutions.

Because the multiobjective optimization does not produce a unique solution but a set of equivalent solutions on the Pareto front, it is best to use the heuristic population to find them. This allows for searching through space using multiple agents, allowing multiple points to be found on the Pareto front. Appropriate modifications such as genetic algorithms, particle swarm optimization, or other heuristics should be a good tool for multicriteria optimization.

Having many equivalents, i.e., optimal solutions in the Pareto sense, the decision maker has the opportunity to compare them and to choose the solution to be implemented (e.g., using additional nonnumerical criteria).

In this study, RACO (one of the heuristics inspired by the behavior of ant colonies) was used to search the space of possible solutions. The method was modified to be able to solve multicriteria optimization problems. The details of this approach are presented in the next section.

### 3.2. Real ant colony optimization

The original version of RACO was proposed by Socha and Dorigo in [17]. In general, the idea of this algorithm is based on the formation of the so-called pheromone stains (possible solutions) of increasing intensity, which are produced by artificial ants. The intensity of the stains is associated with the quality of the solution which it represents. In the iteration procedure, new and better solutions are the result of ants’ work, where each of them imposes a trail pheromone (creates a new proposition of solution). Although the ants actions seem to be random, they are controlled by the use of an appropriate probabilistic model. The construction of such a model is an essential part of RACO.

The modification of RACO, for the purposes of multicriteria optimization, was to replace the standard selection, by the ranking one, in which the solution rank depends on belonging to a given layer of nondominated solutions. All solutions are divided into layers of mutually nondominated solutions. The solution position on the ranking list is determined by the number of layers in which it is located. In addition, the succession operation is used to keep the best stains (solutions) in the iteration and “evaporation” of the others. The process of creation of the new solutions was preserved in the form known from the original version of RACO [5, 17].

The effectiveness of the modified version of RACO for multicriteria problems was investigated and presented in [13].

In general, the RACO method consists of two parts:

1) **initialization** in which the parameters of the algorithm are defined and initial archive of $k$ pheromone “stains” (solutions) is generated; the “stains” are arranged with respect to their quality as belonging to the appropriate layer of nondominated solutions;

2) **computational loop** is repeated until the stop criteria are not satisfied; in the single iteration new solutions are designed (by each of the ants), then the updated archive of solutions (pheromone “stains”) is divided into layers containing mutually nondominated solutions.

The most important element of presented heuristics is, of course, a computational loop where new solutions are created as a result of work of each $m$ ants. Each ant randomly selects a $j$-th solution (“stain” of pheromone) with probability

$$p_j = \frac{\omega_j}{\sum_{l=1}^{k} \omega_l} \quad (14)$$
where $\omega_j$ is weight connected with $j$ solution determined using Gaussian $g(\mu, \rho) = g(1, qk)$ ($k$ – number of stains, $q$ – parameter), i.e.,

$$\omega_j = \frac{1}{qk\sqrt{2\pi}} \cdot e^{-\frac{(j-1)^2}{2q^2k^2}}.$$  \hspace{1cm} (15)

Weights reflect the pheromone “intensity” and the ants prefer to choose a seat/track more saturated with pheromones. Using the function (15) ensures that the weights $\omega_j$ have only positive values, which is important in determining the values $p_j$ according to the function (14).

Then ants sample the subspace in the surroundings of selected stain (represented by vector $s_j = (s^1_j, s^2_j, \ldots, s^k_j)$) applying a pheromone trail with random Gaussian distribution. The probability that $r$-th component of a new stain occurs at $x$ is determined by the following formula:

$$p(x) = g(x, \mu, \sigma) = \frac{1}{\sigma\sqrt{2\pi}} e^{-\frac{(x-\mu)^2}{2\sigma^2}},$$  \hspace{1cm} (16)

where the expected value $\mu = s^r_j$ is related to the position of the stain selected by ant, while the standard deviation $\sigma = \xi \frac{\sum_{p=1}^{k} |s^r_p - s^r_j|}{k - 1}$ is the average distance between the $r$-th component of selected stain and the others within the population. Construction is repeated for each of $m$ ants ($m$ new pheromone “stains” are obtained). Using the Gaussian function makes new solutions that are not sampled with uniform distribution, but, they are produced in regions that are considered promising.

As it was mentioned, the modification of the method for the multiobjective optimization is the replacement of the standard selection by the ranking one, in which the solution rank depends on belonging to a given layer of nondominated solutions and assumption that the successive operation keeps the best stains (solutions) in the iteration and “evaporate” the others.

Such a change results in the best-evaluated solutions in the first layer. Heuristics “work” so that many solutions belong to this group. Pheromone stains move in successive iterations to avoid dominance. This ultimately places them on the Pareto front, which is part of the boundaries of the set of task solutions. The points obtained in this way are collected in $S_{pOpt}$.

It is also noteworthy that the above modification of the method may be an alternative to EA because of the more advanced model of space search. The probabilistic model for generating new solution proposals is more efficient than the one used by EA [9, 19].

It is assumed that the finite set $S_{pOpt}$ obtained as a result of the optimization is a group of solutions lying on the Pareto front, which means that a set of points whose coordinates represent the values of the criteria for which optimization was made. It is important to note that only for solutions in the set $S_{pOpt}$ (effects) the value of variables $L$, $Z$, and $H$ are known, which are the cause of optimal solutions.

Unfortunately, the found p-optimal solutions are often located unevenly at the front. Although sufficiently numerous representation of the Pareto front usually allows determining its approximate shape, many interesting Pareto points are missed [13, 23]. If for some reason obtaining a solution on the front, but not belonging to the set $S_{pOpt}$ would be of interest, it is impossible to determine easily for what parameters it is obtained.

Reconstruction of decision variables for solutions that do not belong to the set $S_{pOpt}$ is an example of an inverse problem requiring a separate consideration.

### 4. INVERSE PROBLEM

In inverse problems, we see wherever the cause of the result is to be reproduced on the basis of the effect.

For most engineering problems, solving inverse problems is a nontrivial task. Typically, such tasks are part of a group of ill-conditioned problems, in which even small inaccuracies in the readings
of the observed/measured values (effects) can make poor quality reconstruction of the parameters (causes) which depend on these values.

The same is also typical in the problems encountered in thermoacoustics. An example of such problem is to reproduce the structural data of the thermoacoustic engine, which affects the efficiency of its operation and heat loss. It is obvious that it is sensible and most interesting to reconstruct parameters for pairs \((W, -Q_{\text{all}})\), optimal in the Pareto-sense.

4.1. Formulation

In the problem under consideration, the inverse problems to determine for which values \(L\), \(Z\), and \(H\), the heat loss \(Q_{\text{all}}\) and the work \(W\) of thermoacoustic motor will obtain the fixed values expected. The length and position of the stack, as well as the radius of the resonant tube, greatly influences the temperature distribution of the engine and hence its efficiency. Heat losses and work are mutually contradictory criteria, but due to the familiarity with the shape of the Pareto front, the compromises between them can be taken into account.

The formulation of the inverse problem, at first glance, is no different from the direct formulation that was presented in Subsec. 2.1. Nevertheless, from a mathematical point of view, this is a different kind of problem as it requires a solution because of other variables.

In this study, in order to reconstruct \(L\), \(Z\), and \(H\) on the basis of \(W\) and \(Q_{\text{all}}\), again it was decided to employ heuristic population using stochastic information. This is a Bayesian approach that uses the probabilistic prior information about the data disturbance. This approach works well in inverse problems that are typically sensitive to data [12].

4.2. Bayesian approach

The characteristic feature of the inverse problems is their ill-conditioning, namely the high sensitivity of the resulting quality with respect to the measurement data (necessary to solve the task). One of the most popular approaches to this type of problems is the introduction of the regularization segment into the objective function, which allows overcoming the inaccuracies of the input data.

Another possibility is to use the Bayesian approach, which uses the probabilistic information about the measurement data disturbance. In this method, it is assumed that all the variables, both measurements \(Y\) and estimated parameters \(P\), are treated as random variables. This enables taking into account the uncertainty of measurements in the inverse problem solution. Measuring instruments, even of the highest quality, provide disturbed data. Usually, the class of the device allows specifying a distribution of error and the parameters of this distribution. The difficulty in determining the precise geometric coordinates of the point at which they are read may by another source of inaccuracy of measurement data. Although the attention of the researcher can really reduce the inaccuracy of the measurement, giving a feeling of complete control over them, there is no doubt that the deviation of measurements in comparison to the real values exist and is regarded as a factor hindering the correct solution. In contrast to other methods, in the Bayesian approach, information about the distribution of errors is actively used in problem-solving serving as additional information. The procedure of solving the inverse problem within the Bayesian framework is implemented according to the following scheme [14]:

- based on all the available information about the estimated parameters \(P\), a function \(\pi(P)\) describing the density distribution of parameters is selected, so that it represents prior information;
- the next step is to select the likelihood function \(\pi(Y|P)\), which models the measurement errors and determines the response of the mathematical model of the considered phenomenon on the changes of parameters \(P\);
• finally, the method that determines the posterior density function \( \pi(P|Y) \) should be found/selected, which is the conditional probability distribution of the unknown parameters given by the measurements.

In the following steps, we discuss the aforementioned procedure in detail.

Any analyzed physical phenomenon or technology requires the construction of a mathematical model. In-depth analysis is need to build a robust model that corresponds to the real behavior of the system in question. Usually, it is not difficult to determine the limits and/or distributions of the parameters that should be reconstructed. Assuming, e.g., that the unknown parameters have a Gaussian distribution, the prior density model takes the following form:

\[
\pi(P) = \frac{1}{\sqrt{(2\pi)^N|V|}} \exp \left[ -\frac{1}{2} (P - \mu)^T V (P - \mu) \right],
\]  

(17)

where \( \mu \) and \( V \) are known vector of averages and covariance matrix of parameters \( P \), respectively, and \( N \) is the number of estimated parameters.

In case, when only limitations \( \alpha_l \) (lower) and \( \alpha_u \) (upper) of the parameters are known, it can be assumed that the parameters have a uniform distribution at predetermined intervals (\( \forall j \): \( p_j \in [\alpha_{l,j}, \alpha_{u,j}] \)). Then:

\[
\pi(P) = \begin{cases} 
\frac{1}{\prod_{i=1}^{N}(\alpha_{u,i} - \alpha_{l,i})}, & P \in (\alpha_l, \alpha_u), \\
0, & \text{in another case.}
\end{cases}
\]  

(18)

Similarly, the density of conditional probability \( \pi(Y|P) \) may be determined, and it is a function defining the chances of getting different values of \( Y \) for the fixed values of \( P \). The density of such a likelihood can be determined on the basis of the following formula:

\[
\pi(Y|P) = \frac{1}{\sqrt{(2\pi)^L|W|}} \exp \left[ -\frac{1}{2} (Y - T(P))^T W (Y - T(P)) \right],
\]  

(19)

where \( W \) is the covariance matrix of measurements, \( L \) is the number of measurements, and \( T(P) \) is a vector of observed values calculated in the direct model for fixed \( P \) at points where the data were collected. Formula (19) is most commonly used, because the measurement errors in the real conditions usually have a normal distribution. The possibility of using information about potential errors of measurement is one of the strengths of the Bayesian approach. A probabilistic model of the estimated values and measurements ensures that the technique discussed “remembers” and takes into account the fact that the available data are disturbed.

The final step of the proposed approach is to determine the posterior density function \( \pi(P|Y) \), defining the conditional probability distribution of the parameters searched, provided that the measurements are known. In consequence, the distribution of the expected values of estimated parameters can be determined, so that the inverse problem is solved. Determination of \( \pi(P|Y) \) is not difficult, because according to classical Bayes’ theorem, if \( P \) and \( Y \) are continuous random variables, then,

\[
\pi(P|Y) = \frac{\pi(Y|P)\pi(P)}{\pi(Y)}.
\]  

(20)
In practical applications, the designation of $\pi(Y)$ is often difficult. However, it is not necessary, because in the formula (20) it plays only the role of a normalizing factor. Therefore, Bayes’ theorem can be written as,

$$
\pi(P|Y) \propto \pi(Y|P)\pi(P),
$$

(21)

where symbol $\propto$ means the proportionality.

Unfortunately, the analytical description of the posterior probability density $\pi(P|Y)$ is not always possible in practice. Therefore, usually, any algorithm from a group of Monte Carlo Markov chain (MCMC) methods is applied at this point. The main purpose of these methods is to generate the Markov chain, wherein the successive states $P^{(i)}$ are sampled with the distribution $\pi(P|Y)$. The expected value of the distribution $\pi(P|Y)$ is defined as the arithmetic mean of the states of generated Markov chain. It is simultaneously regarded as $P_{\text{opt}}$, i.e., the solution of the inverse problem.

One of the simplest methods in the group of MCMC algorithms is the Metropolis-Hastings (MH) algorithm [11]. Generally speaking, this method produces a sequence of random samples from a probability distribution for which direct sampling is difficult. This sequence can be used to approximate the distribution. MH is used for sampling from a probability distribution by using the full joint density function and (independent) proposal distributions for each of the variables of interest. The operation of MH algorithm begins with drawing a vector of initial states $P^{(0)}$, typically from the variables of the prior distribution. In the main loop (for $i = 1, 2, \ldots$), the algorithm consists of three components:

- generation of a proposal/candidate sample $P^{\text{cand}}$ from the proposal distribution $\pi(P|P^{(i-1)})$;
- computation of the acceptance probability

$$
\alpha(P^{\text{cand}}|P^{(i-1)}) = \min \left\{ 1, \frac{\pi(P^{\text{cand}})}{\pi(P^{(i-1)})} \right\};
$$

- acceptance of the candidate sample:
  for pseudo random $u$ with uniform distribution $U(0, 1)$, if $u < \alpha(P^{\text{cand}}|P^{(i-1)})$ then the proposal is accepted, i.e., $P^{(i)} = P^{\text{cand}}$, else the proposal is rejected and $P^{(i)} = P^{(i-1)}$.

The Bayesian approach presented above is an alternative technique for solving inverse problems. As already mentioned, through the construction of a probabilistic model with Bayes’ theorem, the method uses the calculations of irrelevant information (and often even disadvantageous) from the other methods’ point of view. It is noteworthy that this method does not require the selection of multiple parameters that determine its performance. One of the major disadvantages of this method is the time required for optimization, as constructing the Markov chain of appropriate length is time-consuming. Unfortunately, this is the main disadvantage of the many methods based on probabilistic models.

In this study, the Markov chains were built using the MH algorithm, assuming that the measurements used in the calculation are burdened with normally distributed errors and the estimated parameters have uniform distributions at specified intervals.

5. NUMERICAL RESULTS

For this work purposes, calculations were made to show that the numerical methods presented above are effective and that they can be an alternative to other methods used in solving engineering problems formulated as inverse problems and/or requiring multicriteria optimization.
For numerical tests, the thermoacoustic engine optimization problem described in Subsec. 2.1 was selected.

Numerical calculations were conducted in two stages:

- in the first stage, the multicriteria optimization problem (2) was solved and its solution was used to approximate the Pareto front;

- in the second stage, the inverse task formulated in Subsec. 4.1 was solved to reconstruct the engine’s parameters for which it would receive the p-optimum values of the criteria lying on the Pareto front but not determined in the first calculation step.

5.1. Finding of Pareto front

In the mathematical model, it was assumed that the estimated values could take values from the intervals $Z \in (0.01, 0.9)$, $L \in (0.01, L_{TAE} - Z)$, and $H \in (0.05, 0.5)$, what was dictated by the engine’s design capabilities. The other values of the physical parameters of the phenomenon assumed in the model are given in Table 1:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{\text{max}}$</td>
<td>10 000 Pa</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>$2\pi$ m</td>
</tr>
<tr>
<td>$\omega$</td>
<td>600 s$^{-1}$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1.4</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.7 kg m$^{-3}$</td>
</tr>
<tr>
<td>$c^1$</td>
<td>490.5 m s$^{-1}$</td>
</tr>
<tr>
<td>$h$</td>
<td>50. W m$^{-2}$ K$^{-1}$</td>
</tr>
<tr>
<td>$T_h$</td>
<td>700. K</td>
</tr>
<tr>
<td>$T_c, T_\infty$</td>
<td>300. K</td>
</tr>
<tr>
<td>$d_c$</td>
<td>0.0005 m</td>
</tr>
<tr>
<td>$c_p$</td>
<td>1.02 kJ kg$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>0.05 J kg$^{-1}$</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>$\sqrt{3}/2$</td>
</tr>
<tr>
<td>$t_w$</td>
<td>$2 \cdot d_c$ m</td>
</tr>
</tbody>
</table>

Optimization was executed by using 20 pheromone stains (in single population) imposed by 20 ants. The iteration process was performed to obtain 100% stains in a set of nondominated solutions, but at least with 100 iterations. The obtained set $S_{pOpt}$ was treated as a set of solutions on the Pareto front.

Figure 3 presents the solutions obtained in different start-ups. The charts show the points representing the criteria values for the start-up population (black dots) and the points from the set $S_{pOpt}$, ie, the obtained p-optimal solutions (green circles). The solid, green line represents an approximation of front (by third-order polynomial) determined on the basis of the set $S_{pOpt}$. The approximation used the standard tool available in Wolfram Mathematica.

Figure 4 presents the approximations of Pareto fronts determined on the basis of the obtained (in various start-ups) sets of non-dominated solutions. It is easy to see that the designated fronts are almost identical, proving that the found non-dominated solution sets are located on the Pareto front.
Fig. 3. Set of nondominated solutions on the background of starting population of pheromone stains (two different start-ups).

Fig. 4. Comparison of the approximated Pareto fronts.
In Table 2, the numerical values of the p-optimal solutions (marked in Fig. 3 by red circle) are presented together with the corresponding values of the estimated parameters. These are different variants of the geometry of the modeled thermoacoustic engine. It depends on the researcher’s preference or other criteria chosen for the final assessment which solution will ultimately be selected.

<table>
<thead>
<tr>
<th></th>
<th>Estimated parameters</th>
<th>p-optimal solution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Z</td>
<td>L</td>
</tr>
<tr>
<td>1.</td>
<td>0.7544</td>
<td>0.1789</td>
</tr>
<tr>
<td>2.</td>
<td>0.8393</td>
<td>0.1160</td>
</tr>
<tr>
<td>3.</td>
<td>0.7782</td>
<td>0.1608</td>
</tr>
<tr>
<td>4.</td>
<td>0.7068</td>
<td>0.1029</td>
</tr>
<tr>
<td>5.</td>
<td>0.8102</td>
<td>0.1808</td>
</tr>
</tbody>
</table>

5.2. Solving inverse problem

In order to obtain the values \( L, Z, \) and \( H \) for solutions lying on the Pareto front but not belonging to the set \( S_{pOpt} \), the inverse problem is formulated as given in Subsec. 4.1.

It was assumed that \( L, Z, \) and \( H \) are random variables with a uniform distribution respectively in the intervals \( Z \in (0.01,0.9), L \in (0.1,0.9-Z) \) and \( H \in (0.05,0.5) \). Since the Pareto front is determined by approximation, it is assumed that the data values (ie, the values read from the front) \( W \) and \( Q_{all} \) are treated as random variables with normal distribution respectively \( \mathcal{N}(W^*,0.1) \) and \( \mathcal{N}(Q^*,0.1) \), where \( W^* \) and \( Q^* \) are the coordinates of the point lying exactly on the approximated front.

In the numerical task, three configurations of \( L, Z, \) and \( H \) for chosen points lying on the approximate Pareto front are reconstructed. The first point belongs to the set \( S_{pOpt} \), and the reconstruction of the engine parameters was performed to verify the Bayesian approach as an effective method for the inverse problem solution. The next two cases are points located on the approximated Pareto front, but not belonging to the set of solutions obtained in the multicriteria optimization.

The p-optimal solutions for which parameters \( L, Z, \) and \( H \) were reconstructed are marked with diamonds in Fig. 5.

![Fig. 5. Approximated Pareto front with solutions chosen for the inverse problem (diamonds) and points found in the multicriteria optimization (circles).](image-url)
The results obtained are listed in Table 3.

<table>
<thead>
<tr>
<th>Retrieved parameters</th>
<th>Expected values</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>Z</td>
</tr>
<tr>
<td>0.73888</td>
<td>0.14726</td>
</tr>
<tr>
<td>0.74528</td>
<td>0.17649</td>
</tr>
<tr>
<td>0.83921</td>
<td>0.17209</td>
</tr>
</tbody>
</table>

\(^2\) in comparison with \((0.7647, 0.141, 0.1829)\) found in the optimization.

### 6. SUMMARY

Contemporary engineering problems are often formulated as multicriteria tasks that by their nature have more than equivalent solutions. In case if we do not have a full mathematical model, or there is a need to reproduce the underlying causes of the problem, the problem is defined as the inverse. This work proposes numerical methods (heuristics) for solving both types of problems.

RACO belonging to a group of population methods was used to solve the multicriteria optimization problem. Previous tests [13] and calculations made for this work purposes have yielded satisfactory results and indicate the effectiveness of the proposed method in determining the Pareto-optimal front. The points on the Pareto front represent different but equivalent compromise versions between the criteria, which can be used, eg. in device design and technology. Using a more advanced space search model makes RACO a competitive method for EA. The probabilistic model for generating new solution proposals is more efficient than the EA’s scheme.

Even good population heuristics cannot determine full information about the Pareto front. It can only find its finite representation and approximate shape. This means that there are many (often infinitely many) solutions that are known to be on the Pareto front, but there is no access to the parameters for which they are obtained.

In this situation, it is necessary to solve the inverse problem, for which the Bayesian approach was used in this study. The biggest advantage of the Bayesian approach is that it takes into account the existence and distribution of measurement errors. The main idea is to treat all variables, both measurements and estimated parameters, as random variables. The prior information about the error distribution was used in determining the posterior density function, which is the conditional probability distribution of the unknown parameters given by the measurements. This means that the data disorder is a kind of information which assists in determining the parameters. The solution is defined as the expected value of Markov chain generated according to the posterior information.

Both methods were used in the calculations related to the optimization of the geometry of the thermoacoustic engine. The results obtained and presented in this article demonstrate the usefulness of the discussed methods and the possibility of using them also in other engineering problems.

Calculations were mainly done in the in-home programs (Fortran) created for this work purposes. Other calculations and graphics were created with Wolfram Mathematica.
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