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Over the past few decades multimedia content, particularly digital images, has increased
at a rapid pace, with several complex images being uploaded to various social websites
such as Instagram, Facebook and Twitter. Therefore, it is difficult to search and retrieve
the relevant image in seconds. Search engines retrieve images based on traditional text-
based methods that depend on metadata and captions. In the last few years, a wide range
of research has focused on content-based image retrieval (CBIR) based on image mining
approaches. This is a challenging research area due to the ever-increasing multimedia
database and other image libraries. In order to offer an effective search and retrieval,
a novel CBIR system is proposed using the image mining-based deep belief neural network
(IMDBN) technique. The proposed method is designed to enhance retrieval accuracy while
diminishing the semantic gap between human visual understanding and image feature
representation. To achieve this objective, the proposed system carries several steps like
preprocessing, feature extraction, classification, and feature matching. Initially, the input
database images are fed into the proposed image mining-based CBIR system, whereas
colour-shape-texture (CST) feature extraction technique is applied to extract relevant
feature set. The extracted features are fused and stored in the feature vector and are
subjected to the proposed IMDBN classification step to retrieve similar images in one
label. Whenever a new query content is created, the most relevant images are retrieved.
This, in turn, achieves 94% accuracy, which is higher than in existing approaches.

Keywords: mining, deep belief neural network, Manhattan distance, median filter, ener-
gy, correlation, contrast, dissimilarity, homogeneity.

1. Introduction

Information is collected from various sources such as newspapers and books,
and it is digitized nowadays. Hence it is available in the form of digital ima-
ges. For accessing these types of larger databases, there is a need to develop
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an efficient method for analysing the indexed form of an image database. In the
digitized world, large amount of digital images must be handled by social net-
works, smart devices, and other data data resources as a result of rapid increase
in the number of such images being uploaded daily. Due to this massive growth,
mining a particular image from a vast collection is challenging. Nowadays, deep
learning has shown great advantages in many fields [1, 2]. Additionally, image
retrieval has been an active research field. The term image retrieval is defined as
a process of browsing, searching, and retrieving images from a large collection
of database images. The stored and shared multimedia contents are rising daily,
so searching and retrieving relevant images from social media and other plat-
forms play a major research challenge [3]. However, it is problematic to discover
relevant information from a huge database. This, in turn, makes it essential for
the image retrieval system to search and arrange suitable images, which tends
towards a visual semantic connection along with reasoning from the user side.
Conventionally many search engines retrieve images based on textual informa-
tion that takes caption as input [4]. This is done by entering a query to the
search engine in terms of keywords or text, and the outcome is obtained by
similarity matching score. In this manner, there is a high chance of retrieving
irrelevant images. The irrelevant outcome is due to the considerable variation in
manual annotation/labeling and human visual perception [5]. Also, it is not al-
ways possible to label manually the existing large number of the image contained
in archives [6].

With the drawbacks mentioned above, an automatic image annotation model
was developed in later years for image retrieval analysis; it seems the images are
labeled here on the basis of image contents [7]. This model works under the prin-
ciple of how accurately the system is modeled to detect texture, colour, spatial
information, shape, and edge layout materials [8, 9]. Still, various researches are
conducted to perform automatic image annotation approach; however, the re-
trieval process can lead to mismatch outcomes because of possessing variation in
visual perception. To overcome the existing shortcomings, researchers proposed
a new scheme called CBIR [10]; this is a model built on visual analysis of con-
tents with respect to images as derived from a part of the query image. The
user query image is an incoming source in the CBIR approach. It matches vi-
sual contents of query image with an image available in multimedia [11]. Among
the visual content of the query image, it finds a map with a multimedia im-
age. It provides visual closeness depending on the feature of the image. Feature
vector also shows an organized group of low-level features such as shape, spa-
tial information, texture, colour and shape extracted with respect to the feature
extraction method [12]. Query image and its similarity matching value are gathe-
red to design relevant image as output. Early research [30] reported a modest
approach termed as query-by-image content (QBIC) for an image retrieval me-
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chanism that works by extracting low-level visual semantics. However, this leads
to a mismatched outcome most of the time; hence, CBIR plays a major role in
several applications such as military surveillance, medical image analysis, tex-
tile industry, crime detection, remote sensing, and video analysis [13]. Likewise,
in applications such as image classification via network pruning and drop path
pruning using deep convolutional neural networks (CNNs) [14], there are also
some drawbacks such as the insufficient amount of training data and reduced ef-
ficiency. Methods such as the full stage of the data augmentation framework [15]
introduced a problem of a complex network that suffers from minimizing costs.
Similar techniques such as the spectrum interference-based two-level data aug-
mentation method [16] in deep learning ought to expand signals and present
variations that retain respective features rather than the failed ones to enhance
the performance.

The main merits of using CBIR over the textual based image retrieval (TBIR)
are listed as follows: (a) low-level features such as colour, shape, and texture in-
formation are extracted automatically, (b) there is no need to appoint experts to
label caption, tags, keywords for an image, (c) offers more accurate outcome im-
ages, (d) manual error gets greatly reduced due to avoiding human intervention
because of its automatic performance, and (e) there is no need for describing the
image in textual format, hence it will not cause language barrier or ambiguity.
With these benefits, finding suitable feature weight factors with regard to each
label augments the retrieval system performance. Several existing types of re-
search have been developed to enhance the retrieval accuracy of the system using
low-level visual features. The extraction of features such as colour, shape, and
texture from images was utilized to a great extent for classifying patterns while
diminishing the computational burden of the system. However, establishing the
most appropriate features for the retrieval system cause a recurring challenge
that the computer vision community has yet to fully meet. The feature extrac-
tion approach can be solely applied in various applications such as detection
of saliency, landscapes, biometrics, wood, biometrics, rock minerals, background
subtraction, and cloth classification. In general, CBIR techniques, selection and
extraction of features enable data representation from an image. This allows fur-
ther classification and matching analysis at a reasonable time [17]. Even though
data augmentation in different techniques helps to improve the ability of deep
learning model with respect to classification, the performance of neural networks
without deep learning is affected by various factors such as complex structure and
weight initialization. The effectiveness of data augmentation has to be measured
correspondingly with respect to effective neural networks.

This paper is organized as follows: Sec. 2 provides the detailed background
and related works so far proposed. The subsequent section explains the problem
statement identified and also the motivation of the research article. Section 4
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presents the design of the proposed methodology in brief notes. Section 5 carries
out the experimental result and discussions. The final section concludes the entire
research work.

2. Background and related work

The CBIR model was initiated and developed by Kato in 1992 [24] and
detailed in research article “Database architecture for content-based image re-
trieval”. The author invented and discussed an automatic image retrieval system
by extracting low-level features such as colour and shape. The basic requirement
of the image retrieval system was to identify and arrange similar images from
the social web with very low human interaction to the system. Various CBIR
methods have been developed previously, and their overview and limitations are
presented below.

Zhao et al. [18] have presented an adversarial patch that created an adver-
sarial network; this modified the entire image and caused deep neural networks
(DNNs) based on the image retrieval model to revive non-positive outcomes.
An adversarial patch generative adversarial network (AP-GAN) was trained in an
unsupervised method that requires only a low quantity of unlabelled data to
train. After training, query-specific perturbations were generated for the query
image to facilitate the query image. However, long experiments resulted that
AP-GAN suited various application cases based on deep features within-person
ID, vehicle ID and image retrieval. Singh and Batrav [19] have designed a bi-layer
image retrieval content-based framework that consisted of two modules. First
module eliminated highlights of dataset images with respect to shape, shading
and surface. Similarly, in second module, there were two layers of comprisal:
at first, all images were contrasted, and question images for shape and surface
feature space and indexes of M most comparable pictures to the query image
were retrieved. Next, M pictures retrieved from previous layer were matched
with query pictures for shape and shading highlight space, and F pictures such
as the query image were returned as an output Xie et al. [20] have introduced
a technique that initially applied the content on the layout to recognize and re-
move the reliable zone of a picture and calculate the prevailing colour descriptor
feature on the pixels in this consistent zone. Also, the translation and rotation
invariance of the Hu moments was applied to remove the shape data in a simi-
lar predictable zone of the picture. At last, the mix of the predominant colour
descriptor and the Hu minutes was used for content-based picture retrieval. The
calculation proposed for the introduced CBIR was tested on three data sets:
Corel-1k, Corel-5k, and Corel-10k. Kavitha and Saraswathi [21] have presented
an image segmentation method using a fuzzy C-means clustering algorithm on
satellite imagery. This image retrieval method split detection into three stages;
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the initial stage improved the image using Gaussian filter then segmented the
image using fuzzy C-means clustering algorithm. This technique was utilized to
diminish the computational cost.

Likewise, Rudrappa and Vijapur [22] have built up a framework that uti-
lizes ground-based pictures of clouds to characterize the cloud as significant-
level, middle-level, and low-level. The authors used k-means clustering and CBIR
strategies for cloud classification. The developed framework classified the clouds
as low level, middle level, and high level clouds. Cloud class assumes a funda-
mental part of choosing the rainfall precipitation. The result of this cloud cha-
racterization can be used to contribute to a framework that progressively chooses
rainfall precipitation. For this reason, the identification of the low-level clouds is
of high significance. Wang et al. [23] have presented a technique dependent on
shading for recovering pictures based on picture content, which is set up from the
combination of shading and surface highlights. This gives a viable and adaptable
assessment of how early humans dealt with visual substance. The combination of
shading and surface highlights offers an incredible list of capabilities for shading
picture recovery draws near. Results obtained from the trials showed that the
proposed strategy recovered pictures more precisely than the other conventional
techniques. Nonetheless, the element measurements were not more than vari-
ous methods and needed a high computational cost. However, pairwise relation
for both low-level highlights was used to calculate the closeness measure, which
could be an issue. Ashraf et al. [24] introduced another CBIR procedure that
utilizes the mix of colour and texture features to extract local vector, which is
used as a feature vector. Colour moments are used for colour features, and to
extract the texture features a discrete wavelet and Gabor wavelet methods are
employed. To enhance feature vector representation, colour and edge descriptor
is also included in the feature vector. At that point, this technique is compared
with other remaining CBIR strategies, and the proposed approach is efficient in
terms of feature extraction, and the efficiency and effectiveness of the proposed
research outperform the existing research in term of average precision and re-
call values. Bu et al. [25] have introduced a CBIR technique using texture and
colour features extracted from multi-resolution and multi-directional filter gain
to easily create multi-resolution analysis results. It acquired hue, saturation, and
value (HSV) colour pattern as varying characteristics to verify the human visual
system and extract global and local features from the area of low to high fre-
quency for all colour space. The experiments showed that precision with respect
to recall presents a low dimension vector.

Thiagarajan et al. [26] presented a study over supervised local sparse coding
of sub-image feature vectors to retrieve an image. The sparse representation was
widely used in the image modeling domain and in computer vision application.
The authors performed supervised local sparse coding with large overlapping
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regions [27–29] proposed multiple local and global features and designed a dic-
tionary for supervised local sparse coding of sub-image heterogeneous features.
However, this method failed to reach the desired image retrieval limit.

Medina et al. [30] have introduced an approach for medical image retrieval
with the help of a fuzzy object-relational database management system (FORD-
BMS). The system is used to store medical images and details for image content
such as absence or presence of desired pathology indicators. This method allows
to retrieve medical images based on this indicators making it possible to extract
images from patients with similar diagnosis. To illustrate the capabilities of the
FORDBMS, their paper focussed primarily on X-ray images of patients suffering
from scoliosis. The major drawback of their study was scoliosis description. A set
of images was retrieved by analysing the query image. Then the retrieved images
were manually verified by the medical experts.

Yildizer et al. [31] have presented an approach to facilitate retrieving rel-
evant images, which used the well-known clustering algorithm k-means. Their
study employed cluster validity indexes combined with the majority voting to
verify the appropriate number of clusters and predicted similar images; also, it
considered images from nearby clusters. It used parameters named cS and cG to
predict the distant range to be predicted for each cluster [32]. However, results
indicated that the help of data mining techniques might decrease the efficiency
and accuracy of the CBIR task. Based on the literature, visual feature for a dif-
ferent system based on the requirements of the user was selected. In addition,
feature representation is one more necessity for any retrieval image system. To
make a uniquely robust and feature based on representation, expensive compu-
tation and low-level feature fusion are necessary for the most valuable outcome.
Thus, the undesired selection of features lowered the performance of the image
retrieval system [33]. To enhance CBIR performance, an image feature vector
might be used as input for deep learning and machine learning methods. In ad-
dition, it could be implemented associated with testing and training framework
for unsupervised and supervised scenarios [34]. In recent years, studies have been
focused on deep belief neural network (DBNN) for image retrieval to produce
better output at a high computational cost.

3. Problem statement and motivation of the research

In the digital era, multimedia information plays a vital role in applications
used in entertainment, education, e-commerce, medicine, and aerospace. With
the rapid development of the internet, vast multimedia content is accessible to
users. Hence, many digital images are created, and if it is examined periodically,
there are tons of useful information offered to the users. With the proliferation
of multimedia databases, the practicality of such large information is based on
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how well it is browsed, retrieved and how useful is the obtained knowledge while
minimizing the searching time [35]. Based on this purpose, CBIR has been de-
veloped for a long time and it is considered to fulfil these aims. The main aim
of the CBIR approach is to retrieve images that obtain a maximum similarity
score by comparing both the database and the query image. The modest method
followed by the CBIR technique in extracting local and global feature sets is to
ease image representation. The retrieval scheme followed here is entirely based
on the distance calculation of feature vectors between query and database im-
ages. This, in turn, returns the most relevant image that is closest to the query
image and provides a pair of images. Even though the problematic design ap-
pears to be modest to resolve, it poses various issues, such as images carrying
different illumination, resolution, viewpoint criteria, etc. In addition to this, the
occurrence of distractors or background features such as trees, cars, and peo-
ple may produce challenges for the algorithm when retrieving the appropriate
images because the computer-based automated design does not depend on the
experience and knowledge humans possess. This makes the retrieval process to
fail in obtaining the relevant image [36]. These issues are very complicated in
distributed applications, as many cameras can produce a different image of the
same scene in terms of translation, viewpoint, scaling and illumination. Never-
theless, advancements in the CBIR system can overcome these challenges and
offer widespread applications in electronic guides for tourists, geo-localization
at fine-grained level and in augmenting reality. Thus, it is essential to design
a retrieval system with better accuracy to speed up retrieval of images and to
respond within a promising timing period.

However, it is not always helpful to acquire both performances for various
causes with respect to the specific dataset challenge. Hence, the only permitted
final target is to identify a good trade-off between the two requirements. Also,
due to a lack of proper extraction techniques, the users are unable to extract the
relevant information from the available databases. The above drawbacks have
motivated the authors to conduct the research work in this area.

4. Design of the proposed methodology

All over the world, the current trend of research area focuses on image mining
approaches. Hence, mining image data is one of the indispensable approaches in
the present scenario because of the analysis of image data in many fields, for
example, construction engineering, business marketing, web publication, hospi-
tal surgery, etc. The main research area in the image mining technique is CBIR,
which performs the retrieval under the similarity term accompanied by the ex-
tracted features. The complexity of the retrieval algorithm depends on the re-
trieval time. Yet, most of the scholars have not given much attention to study
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retrieval time. In addition, dealing with colour images and extracting features
have some drawbacks such as large dimensions, time-consuming computations,
and sensitivity to noise interference. In order to overcome these issues, in this
paper, a novel methodology is proposed by incorporating several steps like pre-
processing, feature extraction, feature fusion, classification of classes, and feature
matching retrieval system. The schematic diagram of the proposed retrieval sys-
tem is shown in Fig. 1.

Fig. 1. Overall architecture of the proposed methodology.

The main contributions of this approach area high-performance CBIR model
using IMDBN and feature matching process using Manhattan distance. The pro-
posed technique helps to improve user interaction with image retrieval systems
by fully exploiting the similarity information.

4.1. Noise removal using a median filter

The initial step of the proposed methodology is to eradicate noisy contents
contained in an original image before subjecting it to the proposed image retrieval
system. For removing the noisy contents, the primary task to be performed in
the proposed research is resizing. These two are tasks involved in a typical pre-
processing procedure. Image resizing aims to carry out all the dataset images
of similar size to decrease computational burden and retrieval time. The per-
formance metric retrieval time is calculated based on the time taken to retrieve
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a set of relevant database images for the query input given. After performing re-
sizing, the image size taken for analysis is 256× 256. Then for removing noises,
the resized image is applied with the median filter by substituting the median
filter value of a pixel by a median of all pixels in adjacent values. The following
equation mathematically formulates it

J(y, z) = median {J (y, z)} , (1)

where (y, z) ∈ (1, 2, ...,height)× (1, 2, ...,width) and J(y, z) determines the out-
come of the filtered image. This improves the quality of an image by preserving
edges, which improves so system performance improves.

4.2. CST-based image feature extraction technique

One of the significant processes in an image retrieval system is the feature ex-
traction approach. In terms of extracting colour features, primarily colour space
must be established. The term colour space denotes the representation of a set
of colours and can be generated from RGB colour information. In addition to
RGB colour space, an HSV transformation is performed to improve the image
retrieval rate. Hue influences the chrominance of an image, saturation defines
the predominance of a specific hue in colour space, and value represents the in-
tensity of an image. These combinations are formed by means of primary colours
incorporated. With respect to this, the HSV transformation is mathematically
expressed by the following equations:

Hue = cos−1
1/2 [(Red−Green) + (Red− Blue)]√

(Red−Green)2 + (Red− Blue) (Green− Blue)
, (2)

Sauration = 1− 3 [min(Red, Green, Blue)]

Red + Green + Blue
, (3)

Value =

[
Red + Green + Blue

3

]
. (4)

Typically, HSV is in the form of cylindrical geometry, whereas the angular
dimension of hue starts at 0 deg, then the angular dimension passes 120 deg to
the green region and then to blue with 240 deg. Then it again reaches the red
region at 360 deg.

Step 1: After the transformation gets over, colour moments are evaluated for
each colour space image to extract colour features. The first moment (mean)
describes the image brightness and is calculated from the average intensity of
all histogram images taken. Similarly, the second moment (standard deviation)
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of an image evaluates the intensity distribution value about the mean in all the
histogram images taken. The third moment (skewness) indicates the calculation
of intensity measure of all histogram images taken with the unequal distribution.
The mathematical representation of those colour moments is described as follows:

µj =
1

O

O∑
k=1

gjk, (5)

σj =

(
1

O

O∑
k=1

(gjk − µj)2
)1/2

, (6)

tj =

(
1

O

O∑
k=1

(gjk − µj)3
)1/3

, (7)

where the term gjk represents the measure of j-th colour component of an image
k and the term O denotes the count of pixels carried by the image, µj indicates
mean, σj symbolizes standard deviation and tj represents the term skewness.

Step 2: In this second stage, shape features of the proposed CST feature
extraction method are defined, which helps to highlights the object present in the
given image. Here, Hu moments are extracted for shape feature description and
are obtained from the geometric characteristic of a given image. The geometric
characteristic is represented by the weighted average pixel intensity of images.
The intensity of an image pixel with orientation (y, z) is indicated by J(y,z). In
general, the moment of an image is evaluated by establishing the total amount of
intensity values associated with the image pixel and is mathematically expressed
as follows:

Mi =
∑
y

∑
z

J(y,z), (8)

where the termMi denotes the moment of an image. The above equation defines
the weighted value of the pixel that is generated based on intensity measure and
irrespective of imaging location. From this, the above equation is remodeled by
considering the intensity value of the pixel and the location of the image. It is
mathematically given as follows:

Mij,k =
∑
j

∑
k

yjzkJ (y,z), (9)

where j, k term ranges from 0 to infinity. In Hu moment shape descriptor,
initially, the central moment of an image is calculated and is represented by µjk.
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The central moment of an image is attained by deducting the centroid value (y, z)
from (y, z) in moment calculation. It is mathematically given by the following
equation:

µjk =
∑
j

∑
k

(y − y)j (z − z)kJ(y,z), (10)

where

y =
Mi10 (Summation of y coordinate of image pixel)

Mi00 (Image Area)
, (11)

z =
Mi01 (Summation of z coordinate of image pixel)

Mi00 (Image Area)
. (12)

The above-calculated feature extraction-based moments are invariants to
translation, scale, and rotation. Likewise, central moments are invariant to the
position. To make the moment that is invariant to the scaling factor, central
moments are normalized by the following equation:

ηjk =
µjk

µ
(1+ j+k

2 )
00

. (13)

The proposed shape feature-based Hu moments combine seven sets of mo-
ments that are a non-linear arrangement of normalized central moments (ηjk).
The seven Hu moments are mathematically solved by the subsequent equations:

Hu1 = η20 + η02, (14)

Hu2 = (η20 − η02)2 + 4η211, (15)

Hu3 = (η30 − η12)2 + (η03 − 3η21)
2, (16)

Hu4 = (η30 − η12)2 + (η03 + 3η21)
2, (17)

Hu5 = (3η30 − 3η12)(η30 + η12)
[
(η30 + η12)

2 − 3(η21 + η03)
2
]

+ (3η21 − η03) (η21 + η03)
[
3 (η30 + η12)

2 − (η21 + η03)
2
]
, (18)

Hu6 = (η20 − η02)2
[
(η30 + η12)

2 − (η21 + η03)
2
]

+ 4η11(η30 + η12) + (η21 + η03), (19)

Hu7 = (3η21 − η03)(η30 + η12)
[
(η30 + η12)

2 − (η21 + η03)
2
]

+ (3η12 − η30) (η21 + η03)
[
3 (η30 + η12)

2 − (η21 + η03)
2
]
. (20)
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The expressed seven moments are invariants to translation, scale, reflection,
and rotation.

Step 3: In the third step of the CST feature extraction approach, some of
the significant texture grey level co-occurrence matrix (GLCM) features are ex-
tracted, namely contrast, inverse difference moments, dissimilarity, energy, corre-
lation, and angular second moment. These texture features help to evaluate the
spatial relationship among pixels in an image by extracting texture information.
Here the total number of columns and rows in an image is similar to the total
number of grey levels in an image. In four different angular orientations, such
as 0 deg, 45 deg, 90 deg, and 135 deg, the co-occurrence matrix is constructed.
This texture feature extraction technique is in the form of a square matrix pos-
sessing the dimension of Mh, where Mh relates the number of grey levels in an
image. The matrix elements are generated by adding the occurrence of a pixel
that attained a value j adjacent to a pixel measure with k, then distributing the
entire matrix by the total amount of comparisons created. Thus, every tuple is
considered a probability with a pixel of value j adjacent to a pixel of value k.

The term contrast determines the variation in luminance over a whole image
among a pixel and neighboring pixel. The contrast attains zero for the constant
image with no variation. The mathematical derivation is offered as follows

Gcon =

Mh∑
j=1

Mh∑
k=1

qj,k(j − k)2, (21)

where q(j, k) represents the joint probability distribution of pixel pair over an
image with grey levels (j, k). The next texture feature to be extracted is the
inverse difference moment. It defines the closeness of the element distributed in
GLCM to its diagonal. The value obtained by this texture feature will be higher
at the time the local greyscale is uniform. Due to its weight value, this feature is
very much influenced by image local homogeneity. The inverse difference moment
texture feature is otherwise known as homogeneity

Gidm =

Mh∑
j=1

Mh∑
k=1

1

1 + (j − k)2
q(j, k). (22)

The texture feature dissimilarity defines the difference between grey-level
measures of pixels over the whole image. The dissimilarity texture function of
GLCM is mathematically expressed as follows

Gdis =

Mh∑
j=1

Mh∑
k=1

qj,k(j − k). (23)
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The sum of the squared term of elements in GLCM is obtained by texture
feature energy. It is otherwise known to be angular second moment or uniformity.
It attains a higher measure when all the pixels possess a similar value or has
a uniform texture. It is mathematically represented by the following equation:

Gene =

Mh∑
j=1

Mh∑
k=1

q(j, k)2. (24)

The texture feature correlation determines the linear dependency measure of
the grey level of neighboring pixels. It occurs as either −1 or 1 for a perfectly
negative or positive image that is correlated and is infinite for the constant image

Gcor =

Mh∑
j=1

Mh∑
k=1

(j, k)q(j, k)− µjµk

σjσk
. (25)

After computing the CST feature set, the values are fused together to form
a feature vector Fv and are denoted in the form of Fv = {µj , σj , tj , Hu1, ...,Hu7,
Gcon, Gidm, Gdis, Gene, Gcor}. The constructed feature vector Fv of all datasets
and images are stored in a feature database Fdb. This set of features is unique
for different images; hence, it helps to recognize the relevant image in the clas-
sification task.

4.3. Proposed image mining technique based on deep belief network

For performing the classification task in the proposed CBIR system, the
deep belief network (DBN) model is used to classify different image classes.
The proposed classification approach is an energy-based probability generation
model and is stacked by several restricted Boltzmann machines (RBM). It carries
two phases, namely training and testing, where it is executed in a layer-by-layer
manner. Here the layers incorporated in DBN are trained over the group of pre-
trained RBM layers. It contains two layers: a visible layer (input) and a hidden
layer carrying neurons. Both of them are connected by edges, whereas neurons
in the same layer are restricted. The visible layer enclosed here is represented as

vis = {vis1, vis2, ..., visj , ..., vism}; (visj ∈ {0, 1}). (26)

Likewise, any one of the hidden layers employed in DBN is expressed as

hid = {hid1, hid2, ..., hidj , ..., hidm}; (hidj ∈ {0, 1}), (27)

where the visible layer is indicated as vis, and the hidden layer is represented
as hid. The count of the visible layer is defined based on the input feature vector
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Fv = {µj , σj , tj , Hu1, ...,Hu7, Gcon, Gidm, Gdis, Gene, Gcor} that is extracted from
the proposed CST based feature extraction technique. These CST features are
subjected to a visible layer and can be further transmitted to the hidden layer.
Both the layers are connected to each other via weight connection, and neurons of
each layer are not connected to each other. In this architecture, three parameters
are defined initially and are denoted as θ = {W, b, c}, where weight matrix is
denoted by W , the bias of the hidden layer and the visible layer is indicated by
B and C, respectively.

The proposed RBM framework has n number of hidden neurons and also
possesses m number of input neurons, visj denotes a visible unit of j-th layer,
and hidj symbolizes a hidden unit of j-th layer. The structure of parameters is
mathematically given in the following equation:

W =
{
wj,k ∈ Sm×n

}
, (28)

where wj,k denotes the weight value of visible and hidden neurons in j-th layer
and k-th layer. The bias function of the hidden layer B is mathematically ex-
pressed as follows:

B = {bj ∈ Sn}. (29)

In the above equation, bj the term denotes threshold measure of bias function
of the hidden layer with j-th hidden neuron. Similarly, for the visible layer, the
bias function is determined as follows:

C = {ck ∈ Sm}. (30)

In the above equation, the term ck denotes threshold measure of bias function
of the visible layer with k-th visible neuron. With the help of the energy function
in RBM, the probability function is learned among hidden and visible layers. For
achieving the probability distribution, the energy function is mathematically
derived by the following equation:

E (vis, hid|θ) = −
m∑
j=1

bjvisj −
n∑
k=1

ckhidk−
m∑
j=1

n∑
k=1

visjWjkhidk, (31)

where θ = {Wjk, bj , ck} are the parameters of the RBM model, and E term
defines the energy function among every hidden and visible layer node. Likewise,
m and n indicate the total number of visible and hidden neurons, correspon-
dingly.

With the exponential and regularisation of the energy function, the prob-
ability function tends to be defined in further processes. The joint probability
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distribution of the RBM model among visible and hidden layers can be mathe-
matically expressed as follows:

P (vis, hid|θ) =
1

Z (θ)
e−E(vis,hid|θ). (32)

The above equation is based on the Gibbs distribution function of the RBM
model. The partition function is derived based on the following equation:

Z(θ) =
∑
vis,hid

e−E(vis,hid|θ), (33)

where the Z(θ) term stands for a distributed or normalized function that symbol-
izes the state of energy condition of every visible and hidden layer. It is generated
by summing the energy evaluation attained by both visible and hidden layers. For
acquiring the parameter values, the probability function is determined. For this
purpose, the joint distribution of both visible and hidden layers is formulated
primarily by the notation P (vis, hid|θ). Then the marginal distribution func-
tion of the visible layer is calculated using P (vis|θ) and can be mathematically
described as follows:

P (vis|θ) =
1

Z (θ)

∑
hid

e−E(vis,hid|θ). (34)

The above marginal distribution function of the visible layer is evaluated by
performing a summation operation of the overall network criteria of the hid-
den layer. Similarly, the marginal distribution function of the hidden layer is
calculated by the following equation:

P (hid|θ) =
1

Z (θ)

∑
vis

e−E(vis,hid|θ). (35)

As per RBM architecture, it possesses both inter-layer and layer-by-layer
connections because of its exponential formation. Also, both the visible and hid-
den layers of RBM are independent in nature; hence its conditional probability
values are determined by the following equations:

P (vis|hid) =
∏
j

P (visj |hid), (36)

P (hid|vis) =
∏
k

P (hidk|vis). (37)

The proposed RBM structure is comprised of a binary state of elements;
hence, its activation function to be utilized is of the sigmoid term, which is given
as follows:
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sigmoid(y) =
1

(1 + e−y)
. (38)

Based on the above activation function, the probability of both visible and hidden
layer activation function in RBM structure is formulated and is given as follows:

sigmoid(y) =
1

(1 + e−y)
, (39)

P (visj = 1|hid) =
1

1 + exp

(
−bj −

n∑
k=1

wjkhidk

) , (40)

P (hidk = 1|vis) =
1

1 + exp

(
−ck −

m∑
j=1

wjkvisj

) . (41)

The further process to be carried out in the proposed classification framework
is to update the rules for the involved parameters θ = {W, b, c}. In some situa-
tions, the Gibbs distribution function of the RBMmodel will not be implemented
in minimum time. Therefore, to minimize time consumption, a fast-learning al-
gorithm named contrast divergence (CD) is proposed in such circumstances. The
training process is conducted stage by stage for RBN networks. Initially, inputs
from visible layers are trained based on the hidden layer h1. This data is biased
with biasing values and weights in the first stage. The second stage of RBM is
performed based on the previous stage outcome. Similarly, a sequential train-
ing process will make the high-level classification. Based on the above learning
method, the parameter values are updated and are mathematically offered in the
equations below

W time+1 = W time + ε

(
P
(
hid|vis(0)

) [
vis(0)

]time

−P
(
hid|vis(1)

) [
vis(1)

]time
)
, (42)

btime+1 = btime + ε
(
vis(0) − vis(1)

)
, (43)

ctime+1 = ctime + ε
(
P
(
hid|vis(0)

)
− P

(
vis(1)

))
, (44)

where “time” indicates step time with iteration, and ε denotes the learning rate.
The learning rate of the network is set to 0.001 rate with 100 epochs. The
above steps are repeated until the parameter values are updated to form a more
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abstract representation that is more abstract and has more represent ability
than the lower layer. With the help of the above-stated equations, the training
algorithm RBM achieved the feature extraction purpose. In the proposed DBN
framework, the training method RBM can avoid complex functionalities carried
out by the overall training process of DBN. DBNN is a structural model with
many in-built layers called RBMs. A training method, namely the CT method,
is used to train this proposed DBNN model. This method consists of three steps.
In the initial step, the first RBM is pre-trained by the use of attributes. In the
next stage, when the parameters from the first RBM were obtained, the output
layer of the first RBM is considered as the input layer for the second one. This
process gets iterated until training is finished. Hence, a higher level of features
is obtained by the whole process, which is helpful in improving the performance
of the retrieval system. By this classification, the task is accomplished for the
training phase. After training, the classified class labels can be attained in the
testing phase with the help of the testing dataset.

4.4. Feature matching using Manhattan distance

In the proposed image retrieval system, when the query content is created,
the same procedure mentioned above is followed to generate the feature vector.
After producing a feature vector for the query image, the similarity score value is
evaluated using Manhattan distance measurement and compared feature values
of both database images and query images. This, in turn, returns the relevant
image as per the user query. Moreover, the smaller the difference, the more
similar are both the query and database images. In other words, the feature
vector of images retains little distance that is most similar to query ones. The
mathematical representation of Manhattan distance for the feature matching
process is represented as follows:

dM =
m∑
j=1

|Qj − Tj | , (45)

where dM denotes the similarity calculation of Manhattan distance and m de-
notes the length of the feature vector. This is computed by taking the total
amount of absolute variation among feature vectors of the query image Qj and
database training image Tj . The reason behind choosing the Manhattan distance
metric is that it displays robustness to outliers. Based on Eq. (45), database ima-
ges possessing minimum distance values are retrieved and visualized as similar
images. This is how the matching function is evaluated to obtain a similarity
score among training and testing images. Finally, the model obtained is applied
to classify image data for retrieving relevant image labels. The algorithmic flow
of the proposed methodology is illustrated in Algorithm 1.
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Algorithm 1. Pseudo-code of the proposed methodology.

Input: Input image T j and Query image Qj ;
Output (Cm): Image result based on proposed IMDBN;
Get the image
//∗∗Noise removal∗∗//

Resize the input image to 256× 256;
Noise removal using median filter using Eq. (1);

//∗∗CST feature extraction∗∗//
Perform from Eq. (2) to (25);

//∗∗Create IMDBN structure∗∗//
Input set of feature vectors obtained ;
Fix maximum number of iteration;
Set weights and bias functions;
Train IMDBN with its corresponding layers;

//∗∗Create DBN based RBM training model∗∗//
do
{
Procedure
for all hidden units k
calculate P (hidk = 1|vis) using Eq. (41);
sample hidk ∈ 0,1 from P (hidk = 1|vis);
end for
for all visible units j
calculate P (visj = 1|hid) using Eq. (40);
sample visj ∈ 0,1 from P (visj = 1|hid);
end for
Procedure classify LABEL (Image);
end Procedure
}

5. Experimental results and discussions

This section presents the experimental outcome of the proposed image mining
approach-based CBIR system. For performing image mining task, a deep learn-
ing technique named the image mining technique based on deep belief network
(IMDBN) is proposed. To show the superiority of the proposed methodology, the
experimentation is carried out, and its implementation is done in the working
platform of Python 3.7 processor – Intel i5 with 16GB RAM and 4GB graphics
processor. For GPU analysis, the input images are tested on an i3 processor with
4GB RAM and NVIDIA GeForce GTX 1650. Here 80% of the dataset is used



Image mining based on deep belief neural network. . . 157

for the training phase, and the remaining 20% of images are used for the testing
phase. The proposed method is validated, and tested outcomes are compared
with the existing techniques in terms of accuracy, precision, recall, F-measure,
and retrieval time. IMDBN model is then compared with previous methods such
as long short-term memory (LSTM) networks, multilayer perceptron (MLP),
radial basis network (RBN), DBN and neural network (NN) to show that the
proposed model is superior to these methods.

5.1. Dataset description

To show the validation of the proposed method, extensive experimentation is
done on a dataset [31] that contains 1355 photographic images with 18 classes.
The images contained in the dataset are of different pixel size and are in JPEG
format. This larger data source is currently available on the public website. Some
of the sample images are displayed in Fig. 2.

Fig. 2. Sample input images.

The above figure shows the sample input images taken to analyze the pro-
posed CBIR system. For achieving the proposed retrieval system, several steps
are included to obtain a better retrieval model. The steps involve: resizing, filter-
ing, feature extraction, classification, and matching. All the functions are done
with an effective approach to perform the proposed system better. The outcome
of images obtained by two stages, namely resizing and filtering, is displayed in
Table 1.
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Table 1. Outcome of different images.

Image
type

Class 1 Class 2 Class 3

Input
image

Resized
image

Filtered
image

Table 1 shows the outcome of resized and filtered image labels such as Aus-
tralia, cherries, football, green lake, spring flowers. The further section describes
the evaluation metrics taken for analysis and offers the outcome obtained by the
proposed and existing technique.

5.2. Evaluation metrics

The efficiency of the proposed image retrieval system is evaluated based on
performance attained by feature extraction, classification rate, and similarity
measurement. In this sub-section, some of the major evaluation metrics such
as accuracy, precision, recall, and F-measure are adopted not only to validate
the effectiveness of the proposed methodology but also to show the stability
of the results. To demonstrate the effectiveness of the proposed system clearly,
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different test metrics: accuracy, precision, F1-score, and recall are evaluated. The
mathematical expressions are illustrated as follows:

Accuracy =
TP + TN

TP + FP + FN + TN
, (46)

Precision =
TP

TP + FP
, (47)

Recall =
TP

TP + FN
, (48)

F1− Score =
2× (precision× recall)

precision + recall
. (49)

Based on the above mathematical notation, the performance of the proposed and
existing techniques are evaluated. Therefore, its performance analysis is offered
in the subsequent sections.

5.3. Performance analysis

After employing the proposed IMDBN method in the retrieval system, its
obtained accuracy and other measure values are graphically represented in the
following figures to show the clarity of the proposed methodology. Comparisons
of these previous methods with respect to performance evaluation parameters
are listed in the table below.

Table 2 shows the measurement performed for IMDBN and other previous
methods with respect to sensitivity, specificity, error and kappa. It has been
countably efficient for the IMDBN model, other NN such as DBN, MLP, RBN
and NN performed slower than this model; the proposed one outperforms them
due to the heavy performance at the output side.

Table 2. Comparison results.

Method Type of network Sensitivity Specificity Error Kappa
Proposed method IMDBN 71.06 93.82 0.2 7.5

Liang et al. [38] LSTM 53.88 85.65 0.10 3.2
Kaur and Singh [40] DBN 67.00 91.00 0.6 2
Antani et al. [39] MLP 62.59 86.12 4.1 4.3
Loboda et al. [37] RBN 47.06 76.88 2.8 4.8
Hussain et al. [41] NN 69.65 91.12 2.1 5

5.3.1. Accuracy. Accuracy term is defined as the number of images retrieved
correctly. When the accuracy metric attained is higher, i.e., nearer to 100, then
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the retrieval system achieves the best performance and shows the system is an
appropriate method for retrieving a relevant image set. The acquired accuracy
value of both proposed and existing techniques is graphically shown in Fig. 3.

A
cc
ur
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y

Fig. 3. Obtained accuracy for proposed and existing algorithms.

In Fig. 3, it is clearly visible that the accuracy obtained for the proposed
model is 94.4%. By contrast, the existing techniques such as LSTM, DBN, MLP,
RBN, and NN attained lesser accuracy measures, which is not up to the desired
level for an appropriate retrieval. In this comparison result, it is evident that
IMDBN attained high accuracy due to its data augmentation technique and was
trained using the CD technique. LSTM exhibited 87% as it was less efficient
when it comes to image retrieval. DBN, without appropriate preprocessing and
training, was unable to attain the required accuracy. MLP and RBN respectively
attained 65% and 70% accuracy levels, which was insufficient for retrieval appli-
cations. Hence the proposed framework achieves higher classification measures
than existing approaches. Likewise, other measures like F-measure, precision,
and recall are evaluated for the CBIR system, and this is graphically shown in
the graphs below.

5.3.2. Precision. Measurement of retrieved relevant images in the query of
the total retrieved image is termed precision. The graphical outcome of precision
measure is depicted in Fig. 4.

Figure 4 examines the outcome measure of the proposed IMDBN and existing
LSTM, DBN, MLP, RBN, and NN techniques. 0.9152 is obtained by the proposed
methodology, whereas the precision measure for LSTM is 0.623, traditional DBN
is 0.761, MLP is 0.701, RBN is 0.482, and NN is 0.76. Due to high true positive
values obtained at the result, it was possible to obtain a high precision value
using the IMDBN model, as it gives 98 images positively correct at the output,
thus improving the precision rate. By contrast, other methods suffer to maintain
precision values due to their smaller accuracy range than the proposed model.
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Fig. 4. Precision comparison in graphical representation.

From this, it is clear that the proposed methodology attains a maximum outcome
compared to the existing techniques. This shows that the proposed retrieval
system performs better in terms of measuring precision value.

5.3.3. Recall. The recall in image retrieval can be defined as the measure-
ment of retrieved relevant images to the total database images. The graphical
representation of the recall measure obtained is plotted in Fig. 5.
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Fig. 5. Overall recall acquired by proposed and existing approaches.

Figure 5 deliberates the outcome of the recall measure obtained by both the
proposed and existing approaches. For instance, recall obtained for the proposed
IMDBN methodology is 0.8791, which is comparatively higher than the existing
LSTM, DBN, MLP, RBN, and NN classifiers attaining 0.67, 0.84, 0.76, 0.76, and
0.60, respectively. Due to fewer false negative values obtained at the result side,
a model efficiently improves its recall values. Recall values are improved only
when there is a proper retrieval process taking place. The IMDBN model using
deep learning approach have appropriately improved recall rate. LSTM and DBN
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models still require improvement for recall rate and MLP suffers due to lack of
training data and overfitting. This shows that the proposed methodology attains
the maximum outcome and shows outstanding retrieval performance.

5.3.4. F-measure. Combined measurement of precision and recall helps to
show the efficiency of the system via F-measure. F-measure is measured for
proposed and previous models and compared in the form of the graph shown in
Fig. 6.

F1
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Fig. 6. F1-measure analysis for proposed and existing techniques.

In Fig. 6, it is visible that F-measure is as high as expected for the IMDBN
model. Furthermore, it is clearly seen that the previous methods such as LSTM
gives 0.78 value, there is 0.4 for DBN, 0.7 for MLP network, 0.25 for RBN and
0.6 for NN model. The obtained F-measure function attained is higher for the
proposed approach, it is nearly 0.87; hence, it shows a better outcome for the pro-
posed retrieval system. Likewise, the calculated loss function is provided in the
subsequent section.

5.3.5. Loss function. The error or loss function is calculated by taking the
number of irrelevant images obtained for the query input accessed from the data-
base images.

Due to the minimum error value attained by the proposed IMDBN, the pro-
posed retrieval system has the capacity to generate the most appropriate images
related to query and database images. It shows that the occurrence of the loss
function is 0.056 for the proposed method; it is higher for existing models. There-
fore, the proposed method leads to the lower number of less irrelevant images
compared to the existing approaches.
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Fig. 7. Comparison plot for the loss function.

5.3.6. Retrieval time. The retrieval time is calculated based on the time
taken for retrieving relevant images related to query and database information. It
is measured in seconds, and the obtained values for retrieval time are graphically
plotted in the graph in Fig. 8.
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Fig. 8. Retrieval time acquired for proposed and existing techniques.

It is a well-known fact that when the retrieval time is smaller then the system
performance automatically improves. In Fig. 8, analysis results showed that there
was an improved performance for the IMDBN model with 1000 sec. LSTM shows
1200 sec, which was slightly higher than the IMDBN model and DBN exhibits
1100 sec due to its complex training stage and its testing stage taking a longer
time than required. MLP and RBN techniques show 1500 sec and 1190 sec, re-
spectively. NN is a previous technique that gives retrieval result at 1250 sec. By
satisfying the required time for retrieval at 1010 sec, the proposed system out-
performs well by attaining a minimum retrieval value. Thus, from the analysis,
it is concluded that overall performance is improved enough for the proposed
retrieval system.
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For the dataset ICPR-2004 1355 photographic images with 18 classes, the
accuracy rate was 94.4% without losing the time complexity and overfitting
issues. Feature extraction seems to be efficient compared to previous algorithms
as IMDBN starts to preprocess, extract features and classifies within minimum
retrieval time compared to normal NNs. IMDBN provides a good classification
as it could retrieve 98 images correctly, which was relatively higher than the
previous ones discussed here. The proposed framework has been implemented
and evaluated extensively using different parameters; thus, it will be more helpful
when used for image retrieval applications.

6. Conclusion

The proposed technique introduces a novel approach named IMDBN for the
classification of input images. The primary objective of the proposed method
is to categorize relevant images in a retrieval system in an efficient manner.
For achieving this objective, the proposed methodology involves phases like pre-
processing, feature extraction, and classification. The preprocessing step carries
several steps to eliminate noisy contents contained in the input image. The next
step is to perform feature extraction, which is done to extract the most ap-
propriate features. This helps to make the network model learn faster. Finally,
classification is performed through the proposed IMDBN model; this, in turn,
improves classification accuracy by achieving a wider range of features. Thus, the
performance of the proposed method improved by reducing the computational
complexity. The proposed methodology achieved an efficient outcome compared
with the existing approaches in terms of accuracy, F-measure, precision, and
recall.
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