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Word sense disambiguation deals with deciding the word’s precise meaning in a certain
specific context. One of the major problems in natural language processing is lexical-
semantic ambiguity, where a word has more than one meaning. Disambiguating the sense
of polysemous words is the most important task in machine translation. This research
work aims to design and implement English to Hindi machine translation. The design
methodology addresses improving the speed and accuracy of the machine translation pro-
cess. The algorithm and modules designed in this research work have been deployed on the
Hadoop infrastructure, and test cases are designed to check the feasibility and reliability
of this process. The research work presented describes the methodologies to reduce data
transmission by adding a translation memory component to the framework. The speed of
execution is increased by replacing the modules in the machine translation process with
lightweight modules, which reduces infrastructure and execution time.

Keywords: machine translation, word sense disambiguation, statistical machine trans-
lation, translation memory.

1. Introduction

The task of translating by a computer from a given human language to ano-
ther language is called machine translation (MT). Actually, a computer is unable
to process natural languages correctly. As languages are continuously evolving,
polysemous, and irrational, it is very difficult for the machine to handle all such
qualities. That is the reason why processing natural languages and their MTs
are very difficult. From the initial days of the computer, the importance of au-
tomatic disambiguation of word senses for the information available has been
a concern. Almost all natural languages have ambiguous words with more than
one meaning. Human languages are inherently ambiguous, and it is a generic
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phenomenon to have more than one sense for a word. In natural language pro-
cessing, the most essential task is to disambiguate the word sense. This is also
required in many fields such as information retrieval, lexicography, information
extraction, question answering, semantic interpretation and so many but most
appropriately in MT. Because of this, it is necessary to apply the technique of
word sense disambiguation (WSD) so that ambiguity of the word gets resolved
[7, 23, 37].

WSD approaches can be classified as supervised techniques and unsuper-
vised techniques. The problem with supervised WSD techniques is that they
need huge data for training the system and generating good results [34–36]. Cre-
ating a proper database that contains English words and their meaning in Hindi
is a very expensive, time-consuming and tough job. As language is continuously
evolving, the process of adding new domains, writing words involved in that
domain and their corresponding meanings must get repeated.

However, in the unsupervised WSD technique, there is no need to maintain
such a database. The unsupervised WSD technique uses the knowledge to advise
the meaning of the word instead of using the corpus [6, 29]. So, whenever there is
a need to perform WSD without data learning the unsupervised WSD technique
is appropriate.

The most apparent application of WSD is MT. The reason for considering
WSD for MT is that if sense identification of the words in the given context is
correct for the source language, then the prediction of the accurate meaning
is more in the target language. Statistical machine translation (SMT) is used for
MT in that the first training is conducted and based on that the system learns
and translates the given input statements. However, the problem with this MT
technique is that it needs vast data for training and requires more processing
time. Therefore, such a method is not suitable for time-critical applications and
corpus of small size. SMT cannot analyze input text syntactically or semantically.
To find the sequence of words, which gives the best translation, SMT applies
statistics obtained throughout model training.

In this article, publicly available tourism domain sense-tagged parallel corpus
is used [28]. To find the translation of the input sentence, the SMT system uses
statistical models to find the sentence with maximum probability. The MTS
module responsible for performing this task is known as a decoder. Alignment
plays a crucial role while performing translation, as it undergoes preprocessing.

The arrangement of corpus sentences is referred to as sentence-level align-
ment. In the presented research, an English-Hindi parallel corpus is used. Here,
the sentences are said to be aligned when the sequence of a particular sentence
in the English file is present in the same sequence in the Hindi file translation
of that sentence. There is a requirement of a properly aligned parallel corpus to
train the SMT system. In [16, 32], the authors show the word-level alignment by
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the Cartesian product of the words’ positions. It can be picturized by writing
a sentence pair (one sentence in English and another in Hindi) and placing lines
linking the words. In SMT, the training of the statistical models is done by only
word-level alignment. So, it is a very important part of the system.

The paper is organized as follows. Section 1 covers the introduction of word
sense disambiguation and SMT. Section 2 discusses the work done by other
researchers. Section 3 introduces different MT techniques. Section 4 discusses the
methodology used and system architecture. Section 5 presents implementation
details of the translation memory. Experimental results are discussed in Sec. 6.
Section 7 presents the comparative analysis and last is the conclusion.

2. Related work

The exact meaning of an ambiguous term is chosen by considering the given
context. A survey of a number of methods related to this is presented in [1]. There
is so much research on word sense disambiguation using the supervised technique
(see, for example, [14, 18, 20, 27, 31]). Even though there are several choices of
learning methods, it is observed that classifiers such as naïve Bayes produce
good results compared to other methods. This classifier is very competitive and
works well on the feature selection process. In some literature (for example, [12,
21]), the parallel corpus was used to solve the WSD problem. All these methods
focused on finding the most accurate sense in source linguistic content; in this
research, the main concern is to find the correct sense in the given query and
translate it to the required language. As ambiguity is resolved on the source side
then its translation will be correct on the target side.

There is a lot of work conducted on WSD and it can be used in real-time
applications such as information retrieval, question answering, mono-lingual and
multilingual search engines, etc. However, the most appropriate application of
WSD is MT. Various studies on WSD found that applications based on MT
provide good results [3, 21]. Applying WSD to a monolingual information is
considered difficult, while applying it to a bilingual content turns out to be
even more difficult. In this scenario, the sense of the ambiguous word should
be identified correctly so that it is translated correctly.

It is a known fact that sense annotated corpora, parallel corpora and wordnet
are rare data resources. As the most appropriate application for WSD is multi-
lingual MT where these resources are needed. In [3], the authors applied a WSD
approach that can work on specified language even in the absence of its sense
tagged corpora. The concept behind this was that languages rich in resources
would help languages that do not have enough resources in the same domain.
For example, one language can project its parameters in corpus and wordnet to
another language that lacks them.
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In [5], the authors explored whether the accuracy of MT can be improved
by using WSD. The authors applied the WSD technique to Chinese-English lan-
guage pairs with the aim to find the correct translation of Chinese text into
English. It was assumed that ambiguities of words should be resolved according
to the context in which they are mentioned. By calculating pairwise similar-
ity, the nearest neighbors of the input text from the data on which it trained
were recognized. The best translation into English was identified by taking the
majority “votes” of the nearest neighbors.

Word alignment is a fundamental requirement for SMT [17, 24, 26]. Auto-
matic fetching of multilingual text is very easy after using word-aligned cor-
pora [2]. In the translation of language, ambiguities in word meaning are dis-
seminated in another way. Hence, WSD is one of the areas of research in SMT [9].
In [11], the authors discussed grammar induction and different methods of uti-
lizing statistical word alignment for it. If quality of word alignment is good,
then several applications of natural language processing (NLP) generate better
results. Researchers have worked on several automatic word alignment methods.
In [15], the authors use one-to-one mapping of words, i.e., one word from the
source language will get map with one word from the target language; this con-
cept is covered under the competitive linking algorithm (CLA). Some techniques
such as IBM Models 1–5, HMM [25] and LEAF [10] are based on a probabilistic
model. Still, in many studies on data alignment researchers use IBM and HMM
models. GIZA++ is a tool built by using above mentioned techniques.

Since MT came into the picture, researchers have developed and worked on
many MT techniques. The objective is to make contents of one language avail-
able to other. Translations may be available in the form of a word to word or
corpus-based. Example-based MT system is a good choice of translation if the
text to be translated or very similar text is already available in the transla-
tion memory. Example-based MT is not that successful if it will not find close
matches in the translation memory. The SMT system works exactly opposite
to this. It mostly translates the given input sentence exactly even if the same
sentence is not provided in the training [13, 33].

In [4, 30], MT from the English language to the Hindi language is done
using the statistical method. The translation system consists of three units.
First is the language model used to compute the probability of a given text
with respect to the target language. The language model is given as input to
the decoder. Second is the translation model used to calculate the probability
of the target sentence with respect to the source text. Last, the decoder is used
to find the translation text with the highest probability. A parallel dataset of
size 5000 is used to train the SMT model. The accuracy of SMT depends on the
quality of corpus and learning of parameter estimation. Google translator also
makes use of SMT. It has a vast collection of corpus and learns SMT parameters
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from that corpus. In [8], the authors have worked on parameter estimation and
mathematics of SMT.

In an example-based MT system, three steps are needed to translate a given
text. In the first step, the availability of the input text is checked in bilingual cor-
pus. In the second step, the useful string is extracted from the matched sentence.
In the third step, the translated text is recombined [22].

Statistical models are used for producing the best promising results. Some
researchers have recognized that instead of a single MT system a hybrid MT
system has more benefits.

3. MT approaches

Table 1 represents various MT approaches with techniques used by each
approach. The technique used by each approach is explained in short points by
explaining how it works, what are the rules followed by these methods and which
approaches can be combined together.

Table 1. MT approaches with their characteristics.

Approach Technique
Supervised
corpus-based
approach

In supervised machine learning, system is trained on the annotated cor-
pus.
Basic data is used for solving further complexity.

Unsupervised
corpus-based
approach

Unsupervised methods induce senses by clustering word occurrences or
contexts.
Infer cross-language senses distinctions by using aligned parallel corpus.

Knowledge-based
approach

Hand-coded rules are used for removing ambiguity.
To filter out the inconsistent senses, selectional restrictions are used.
It compares dictionary with respect to context.
For finding similarity score it uses semantic similarity measures.
It uses the one-sense-per discourse technique.

Hybrid approach A knowledge-based can be combined with the parallel corpus (aligned).
A knowledge-based approach can be combined with the unsupervised
approach.
A knowledge-based can also be used in supervised word sense disambigua-
tion for searching purpose.

4. WSD using naïve Bayes technique

The MT field is one of the prime domains of machine learning, with consistent
changes in the design level algorithms, tools, technology, deployment and access
methods. The new concept of WSD is designed taking into consideration the con-
text of MT process. In this work, the probabilistic concept of naïve Bayes is used
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for disambiguating the meaning of words in the source language. The probability
of words (in a given language) being aligned with their corresponding words (in
the target language) is calculated. With the help of Giza++ tool, the bilingual
statistical dictionary is created over a parallel corpus (tourism domain). Proba-
bilities are predicted based on such statistical dictionaries. This research also
describes an approach of reusing the translated components, thereby reducing
the load on the framework used in MT. The results generated are encouraging, as
good and positive change is observed compared with the existing systems. In the
existing system, there are no concepts of translation memory while conducting
MT, so those systems took more time for translation. In those types of systems,
if some or similar statement comes for translation, again and again, it will follow
the entire process of translation, which takes more time.

Open-source tools such as GIZA++, Moses, etc., are used in design to re-
duce the overall cost of the software product. The dataset of “tourism” available
on the website of Kendriya Vidyalaya, Indian Institute of Technology (KV IIT)
in Mumbai is used for training and testing the system. This dataset is used for
training and testing the system.

Figure 1 shows the system architecture. First of all, input query (in English)
is preprocessed. This query is then searched in the translation memory (called
translation lookup); if the query is found in the translation memory, its trans-
lated segment is shown as an output. Otherwise, this query is translated by the
SMT. After translation, source and target segments are stored in the translation
memory for future use, and the translated segment is shown as the output.

TM 
lookup 

Not 
present 

Translated string

Present

Input sentence 

(English) 

Preprocessing 

TM 

Translate using  

SMT on Hadoop 

Output string 

(Hindi) 

Fig. 1. The system architecture.
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Algorithm
Input query
1. Preprocessing of input query.
2. Find match of input query in TM.
3. If the same segment is available in TM.

Then show its corresponding translated segment as output
Else
Translate the query using the SMT system and show the translated
segment as output and at the same time save this input query and its
translated segment in TM as a pair.

4.1. N -gram model

This model is helpful to perform training. In a specified sentence, contiguous
order of n words is known as n-gram. In an n-gram, if the value of n is 1 it is
known as a “unigram”; if the value of n is 2 it is known as a bigram; if the value
of n is 3 it is known as a trigram and so on. For instance, consider the sentence:
Lata and Anuradha are best singers. If a bigram is applied to the considered
sentence, i.e., N = 2, the n-grams will be as follows:

– Lata and,
– and Anuradha,
– Anuradha are,
– are best,
– best singers.
In this study, trigrams are used. After identifying the n-gram, morphological

analysis is done for the input words. The parallel corpus English-Hindi (Tourism)
is used to obtain the consequent Hindi words for the English words. The sequence
of words is calculated by the naïve Bayes algorithm. This algorithm provides the
series of words with the maximum word order.

4.2. The probabilistic model

Word alignment is the basic requirement for SMT. From the aligned segment
pairs, SMT creates its own translation rules. The alignment of words in the
aligned sentence is nothing but forming the link between the target words and
the source words. There can be more than one alignment for a given English
sentence and its translated Hindi sentence. A probability value is assigned to
each alignment. Let us consider an alignment s, source sentence e and target
sentence h. The probability of s given e and its translation h is expressed in the
following form:

P (s|e, h) = P (s, h|e)
P (h|e)

. (1)
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Summing over s, on both the sides gives:∑
s

P (s|e, h) =
∑
s

P (s, h|e)
P (h|s)

. (2)

Summation of LHS is equal to 1, and hence the translation model is expres-
sed as:

P (h|e) =
∑
s

P (s, h|e). (3)

Therefore, the probability P (h|e) of the translation model is the summation
of all probabilities of generating an output Hindi string h and an alignment s
given an input English string e. To create a translation model GIZA++ uses the
estimate maximization algorithm on parallel data.

Consider an English sentence denoted by SE . Suppose S = {c1, c2, ..., ck, ...,
ck+2, ..., c|S|} is the n-gram representation of SE (whereas ck is the ambiguous
word). Therefore, there will be N number of translations of ck, {dk1, dk2, ..., dkN}.
Here, the aim is to obtain a suitable translation for the ambiguous term ck.
A proper explanation of the classifier i as follows:

p(dki |S) = p(dki |c1, c2, ..., ck, ...), (4)

p(dki |c1, c2, ...ck, ...) =
p(dki )p(c1, c2, ..., ck, ...|dki )

p(c1, c2, ..., ck, ...)
. (5)

Our goal is to find the argument that maximizes p(dki |S); hence, the denom-
inator calculation can be skipped. Equation (6) shows how Eq. (5) is approxi-
mated:

p(dki |c1, c2, ..., ck, ...) ≈ p(c1, c2, ..., ck, ...|dki ). (6)

It is required to apply the chain rule for calculating Eq. (6). Let us consider
the words present in the given query as not dependent. Therefore, Eq. (6) can
be given by Eq. (7):

p(dki |c1, c2, ..., ck, ...) ≈
|S|∏
j=1

p(cj |dki ). (7)

Equation (8) gives the best meaning after calculating the multiplication of all
translation probabilities without considering the place of the ambiguous word:

BestSensew(S) = argmax dki

|S|∏
j=1

p(cj |dki ), (8)

where i = 1, ..., N .
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5. Translation memory (TM)

It is essentially a database that stores previously translated content in a pair
of source-target manner. In the future, if the same translation is needed, as it is
stored in the repository, it can be taken from TM instead of translating it again.
So, it saves the efforts of translation as well as time. Figure 2 represents the
translation process using TM. Here, TM is a data repository that contains En-
glish text with its translated Hindi text in pair. Input query will be an English
text that first undergoes preprocessing and then tries to find a match with the
already available English text in TM. It may find a 100% match or fuzzy match.
Depending on the similarity score, it represents the result. If it is a 100% match
(TM Hit) then the corresponding Hindi sentence is shown as the output. If it is
a fuzzy match (TM Miss), the translation is required to be done by the SMT
system. After translation by the SMT, finally, the pair of English segment and
its newly translated Hindi segment is stored into TM, and the Hindi segment is
shown as the output.

Preprocessing
Input

English
segment

Segment
in TM?

Translation
by system

Output
Hindi

segment

Yes

No TM Miss

TM

TM Hit

Index
English

segment
Hindi

segment
1
2
3
4
5

E1
E2
E3
E4
E5

H1
H2
H3
H4
H5

Fig. 2. Translation process.

Below, we present the difference in working steps of TM Hit and TM Miss:
Steps in TM Hit

1. English segment is given as an input by the user.
2. Preprocessing is done.
3. Availability is checked in TM (available).
4. The corresponding Hindi segment is retrieved and shown as the output.

Steps in TM Miss
1. English segment is given as an input by the user.
2. Preprocessing is done.
3. It is checked in TM (not available).
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4. Now the translation is done by SMT.
5. TM is updated with new segment pair.
6. Translated segment (Hindi) is shown as the output.
The use of TM makes the system more efficient as it improves the translation

speed by saving the processing time. If the size of TM keeps increasing, chances of
getting a sentence in TM are better. For that reason, as the size of TM increases
translation speed of the system will also increase. However, there is one problem,
as the size of TM keeps on increasing a TM lookup or searching some data will
take more time. Therefore, to sort out this problem the concept of indexing is
used in this work. Table 2 represents some English-Hindi segments in translation
memory.

Table 2. Presentation of English – Hindi segments in translation memory.

No. Sentence in English Sentence in Hindi

1 Delhi is capital of India दिल्ली भारत की राजधानी ह ै

ध्रुव बैंक में काम करता ह ै

जयपुर एक पययटक स्थल ह ै

जयपुर एक गुलाबी शहर ह ै

हवा महल जयपुर में स्स्थत ह ै

वह निी के दकनारे बैठी थी 

2 Dhruv works in a bank
दिल्ली भारत की राजधानी ह ै

ध्रुव बैंक में काम करता ह ै

जयपुर एक पययटक स्थल ह ै

जयपुर एक गुलाबी शहर ह ै

हवा महल जयपुर में स्स्थत ह ै

वह निी के दकनारे बैठी थी 

3 Jaipur is a tourist place

दिल्ली भारत की राजधानी ह ै

ध्रुव बैंक में काम करता ह ै

जयपुर एक पययटक स्थल ह ै

जयपुर एक गुलाबी शहर ह ै

हवा महल जयपुर में स्स्थत ह ै

वह निी के दकनारे बैठी थी 

4 Jaipur is a pink city

दिल्ली भारत की राजधानी ह ै

ध्रुव बैंक में काम करता ह ै

जयपुर एक पययटक स्थल ह ै

जयपुर एक गुलाबी शहर ह ै

हवा महल जयपुर में स्स्थत ह ै

वह निी के दकनारे बैठी थी 

5 Hawa-Mahal is located in Jaipur

दिल्ली भारत की राजधानी ह ै

ध्रुव बैंक में काम करता ह ै

जयपुर एक पययटक स्थल ह ै

जयपुर एक गुलाबी शहर ह ै

हवा महल जयपुर में स्स्थत ह ै

6 She sat on the river bank वह निी के दकनारे बैठी थी 

T1(Q1) = [Q1i, Q2i, Q3i, Q4i, ..., Qki], (9)

T1 is the instance when query Q1 is given, where Q1i, Q2i, Q3i, Q4i, ..., Qki are
the words present in the query.

This T1(Q1) is given to SMT and TS1 (Q1) is generated as:

TS1 (Q1) = [QS1i, Q
S
2i, Q

S
3i, Q

S
4i, ..., Q

S
ki]. (10)

TS1 is the instance when query Q1 is translated by SMT, where QS1i, Q
S
2i, Q

S
3i,

QS4i, ..., Qki are the SMT translated words of the given query.
The mapping of words between a given query and the translated query is

done in two ways:
1. Referring to dictionary;

To map the QSTi it is given to dictionary and can find QSTi .
2. Indexing in TM.

To map the QTi it is searched in TM with the indexing technique and can
find QSTi .
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6. Results

6.1. Experimental results

The system is validated using precision, recall and F-Score. A total of 15 276
sentences from the parallel English-Hindi corpus are considered. As shown in
Table 3, six experiments are done by varying the number of sentences considered
for training and testing.

Table 3. Experimental data.

Experiment no. Sentences considered for training Sentences considered for testing

1 3000 12 276

2 6000 9276

3 9000 6276

4 10 693 4583

5 12 000 3276

6 14 000 1276

In each experiment, 50 queries (Q1, Q2, ..., Q50) are translated and trans-
lation is evaluated by calculating precision, recall and F-Score. As shown in
Table 4, the English query is represented as E1, E2, ..., E50, and the Hindi
query is represented as H1, H2, ..., H50. If exact query is found in TM, then

Table 4. Results of experiment 1.

Query English query Hindi query Source Time [sec] Precision Recall F-Score
Q1 E1 H1 Server 0.111 0.500 0.425 0.459
Q2 E2 H2 TM 0.068 0.525 0.346 0.417
Q3 E3 H3 TM 0.046 0.200 0.125 0.154
Q4 E4 H4 Server 0.251 0.636 0.653 0.644
Q5 E5 H5 TM 0.039 0.050 0.042 0.046
Q6 E6 H6 Server 0.061 0.523 0.452 0.485
Q7 E7 H7 Server 0.305 0.423 0.322 0.366
Q8 E8 H8 TM 0.104 0.038 0.028 0.032
Q9 E9 H9 TM 0.069 0.067 0.034 0.045
Q10 E10 H10 TM 0.057 0.067 0.038 0.048
Q11 E11 H11 Server 0.297 0.562 0.453 0.502
Q12 E12 H12 Server 0.090 1.000 1.000 1.000
Q13 E13 H13 TM 0.072 0.125 0.089 0.104
Q14 E14 H14 TM 0.079 0.036 0.027 0.031
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Table 4. [Cont.].

Query English query Hindi query Source Time [sec] Precision Recall F-Score
Q15 E15 H15 Server 0.094 1.000 0.046 0.088
Q16 E16 H16 Server 0.169 0.500 0.048 0.088
Q17 E17 H17 TM 0.230 0.333 0.029 0.053
Q18 E18 H18 TM 0.288 0.250 0.142 0.181
Q19 E19 H19 TM 0.348 0.200 0.126 0.155
Q20 E20 H20 Server 0.412 0.167 0.096 0.122
Q21 E21 H21 Server 0.463 0.143 0.089 0.110
Q22 E22 H22 Server 0.509 0.125 0.122 0.123
Q23 E23 H23 TM 0.566 0.052 0.046 0.049
Q24 E24 H24 TM 0.080 0.067 1.000 0.125
Q25 E25 H25 Server 0.330 0.044 0.038 0.041
Q26 E26 H26 TM 0.089 0.143 0.088 0.109
Q27 E27 H27 TM 0.103 0.067 0.057 0.061
Q28 E28 H28 TM 0.293 0.052 0.051 0.051
Q29 E29 H29 TM 0.071 0.006 0.005 0.005
Q30 E30 H30 TM 0.072 0.006 0.004 0.005
Q31 E31 H31 Server 0.091 1.000 1.000 1.000
Q32 E32 H32 TM 0.146 0.500 0.246 0.330
Q33 E33 H33 Server 0.194 0.333 0.249 0.285
Q34 E34 H34 Server 0.318 0.250 0.182 0.211
Q35 E35 H35 Server 0.373 0.200 0.129 0.157
Q36 E36 H36 TM 0.076 0.250 0.153 0.190
Q37 E37 H37 TM 0.805 0.055 0.044 0.049
Q38 E38 H38 TM 0.198 0.006 0.005 0.005
Q39 E39 H39 Server 0.158 0.005 0.005 0.005
Q40 E40 H40 TM 1.259 0.028 0.014 0.019
Q41 E41 H41 TM 0.110 0.006 0.005 0.005
Q42 E42 H42 TM 0.137 0.046 0.032 0.038
Q43 E43 H43 TM 0.068 0.006 0.005 0.006
Q44 E44 H44 Server 0.716 0.032 0.028 0.030
Q45 E45 H45 TM 0.133 0.006 0.003 0.004
Q46 E46 H46 Server 0.155 0.005 0.004 0.004
Q47 E47 H47 TM 0.087 0.006 0.005 0.005
Q48 E48 H48 Server 1.370 1.000 1.000 1.000
Q49 E49 H49 TM 0.055 0.521 0.453 0.485
Q50 E50 H50 TM 0.052 0.825 0.687 0.750
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in the source field it is shown as “TM”; otherwise it is translated by SMT and
shown as “Server”. In “time field”, the time required for translation of that query
is presented in seconds. Then precision, recall and F-Score of that respective
query are calculated. Graphs of precision, recall, F-Score and accuracy for all
experiments are shown in Figs. 3a–3f.
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Fig. 3. Precision, recall, F-Score and accuracy graph for a) experiment 1, b) experiment 2,
c) experiment 3, d) experiment 4, e) experiment 5, and f) experiment 6.
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In the first experiment, training data is significantly smaller so the system
performance is decreased. Then, training data increases by some amount in each
next experiment and the system performance also increases. Among all the car-
ried out experiments, experiment no. 4, in which 10 693 sentences (70%) are con-
sidered for training and 4583 sentences (30%) are considered for testing, provides
a better performance. While after this, in experiments 5 and 6, when again train-
ing data is increased, the system performance is degraded. The reason is over-
training. Graphical representation of all the experiments is shown in Figs. 3a–f.

6.2. Performance test of a system in terms of time

In this research, two elements are used to enhance the MT speed of MT.
One is the TM component and the second is the Hadoop (HD) infrastructure.
Four experiments are carried out to check the performance of the system in
terms of execution time. In each experiment, fifty queries are translated and the
time required for the translation of each query is shown in the form of graph
(Figs. 4–8).

Experiment 1: MT without TM and HD
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Fig. 4. The time requirement of each query without using TM and HD.

Experiment 2: MT with TM but without HD
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Fig. 5. Comparison of the time requirement of each query without TM and HD
and with TM but no HD.
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Experiment 3: MT with HD but without TM
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Fig. 6. Comparison of the time requirement of each query without TM and HD
and with HD but no TM.

Experiment 4: MT with (TM and HD)
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Fig. 7. Comparison of the time requirement of each query without TM and HD
and with TM and HD.

Analysis of all the experiments with and without TM and HD
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with TM but no HD, with HD but no TM, and with (TM and HD).
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In experiment 1, translations are carried out without using TM and HD. All
the fifty queries are translated by the system. In these fifty queries. some queries
are given repeatedly but take the same time to translate, as the translation pro-
cess goes through all the steps every time. The total time required for translation
in experiment 1 is 28.81 seconds. Graph representing the time requirement of
each query without TM and HD is shown in Fig. 4. In experiment 2, transla-
tions are carried out with TM but without HD. In this case, when some queries
are being repeated, they will not be translated by the system but they will be
fetched directly from TM, which saves the translation time. Therefore, in ex-
periment 2, the time for translating fifty queries is 21.53 seconds, which is less
compared to the first experiment. Comparison graph of the time requirement of
each query without TM and HD and with TM but no HD is shown in Fig. 5.
In experiment 3, translations are carried out with HD and without TM. In this
case, the system is ported on the Hadoop infrastructure, so the translation time
is reduced. It takes a total of 18.81 seconds for translation. Comparison graph
of the time requirement of each query without TM and HD and with HD but no
TM is shown in Fig. 6. In experiment 4, translations are carried out with TM
and HD. As both the components are used for improving the translation speed,
the time required for translation is 11.53 seconds. A comparison graph of the
time requirement of each query without TM and HD and with TM and HD is
shown in Fig. 7. Finally, we have compared all the experiments and the compa-
rison graph of all the experiments carried out is shown in Fig. 8. It represents
the time requirement of each query without TM and HD, with TM but no HD,
with HD but no TM, and with TM and HD.

7. Comparative analysis

The system is evaluated by finding precision, recall and F-Score after per-
forming some experiments. This research work is compared with the results in
[19], and the values of precision, recall and F-Score of the latter one are listed
in Table 5. Rani et al. [19] used a semi-supervised method to disambiguate the
sense of the given text. The performance of our system is satisfactory. It can
generate better results if the size of the dataset increases.

Table 5. Comparative analysis.

System Precision Recall F-Score

(Our system) Supervised system queries are from corpus 76.43 72.65 74.49

(Our system) Supervised system and queries are out of corpus 25.97 20.54 20.55

Compared system [19]
Semi-supervised system and queries are out of corpus

28.93 22.90 25.56
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8. Conclusions

Language is the best source to express our thoughts. Every language has
some wisdom stored in it that requires investigation. This research work dis-
cussed an MT technique that automatically translates English text into Hindi
by applying certain conventions. Nowadays, statistical methods are very popular
and give remarkable results in MT. In this research, we translated the given En-
glish sentence into Hindi using SMT, where Giza++ does alignment. To speed
up the translation process, the concept of TM is used. The system performance
is improved by using SMT and TM. In the future, we would like to work in
the direction of using MT in other Indian languages such as Marathi, Telugu,
and Gujarati. We would also like to work in other areas such as agriculture,
politics and entertainment. Proposed work can be applied to Marathi, Telugu or
Gujarati. The only thing required is parallel corpus in that language. Once the
corpus is available, we can apply the same phases to obtain the results.
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