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The quality of food is usually tested by sensing the product odor using e-nose technique.
However, in a real-time testing environment, some of the employed sensors may fail to
operate, which imposes great uncertainty on the food quality assurance model. To handle
the uncertainty, a support vector machine (SVM) classifier algorithm is developed to
deal with the failure sensor effect using a data imputation strategy. The proposed model
is evaluated experimentally by means of benchmark datasets, and validated in a real-
time environment by programming an Arduino-UNO controller in the internet of things
(IoT) environment.
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1. Introduction

In these modern days, food processing units are increasing, so food quali-
ty assurance is becoming the essential part of this busy world. The quality
of food determines why it is consumed and the impact of consuming it. Food
and food processing units include fruits, vegetables, milk, ghee, chicken, fish,
beef, beverages such as fruit juice, beer, wine, etc. Classifying these foods based
on their quality became mandatory to keep spoiled food from fresh one. The
proposed model focuses on quality assurance of the product based on the odor
produced by it based on the quality with the help of an electronic nose. The
e-nose is the array of gas identifying sensors used to find the different aromas
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of the product under study. In various stages of the food fermentation process
various gases are produced, and the nature of gas produced varies for different
food products. By analyzing the nature of gas produced by the substrate, its
quality can be predicted. For instance, a certain aroma for a specific product in-
dicates the exact quality of that food, some indicate the ripening stage, and some
gas is produced at a completely spoiled stage. By considering all these factors
carefully, the substrate is classified. Dairy products such as milk can produce
a combination of hydrogen and carbon (IV) oxide at the stage of fermentation.

When it comes to fruits and vegetables, the ethylene gas will initiate the
ripening process, and identifying this stage will help to reduce spoilage. Organic
material spoiled by water emits methane gas that may cause pollution to the
environment. When it comes to meat quality. the characteristic indicators in-
clude texture, odor, flavor, water content level, etc. The odor of fish includes
trimethylamine, ammonia, hydrogen sulfide (H2S), etc. Processed or packaged
meat affected by H2O2 (hydrogen peroxide) or H2S (hydrogen sulfide) shows
as fungal-like greening surface on the meat. Beverages such as wine, beer and
processed fruit juice smell like carbon dioxide (CO2) or ethanol by their na-
ture. On the other hand, nitrogen (N2), carbon dioxide (CO2) and oxygen (O2)
gases are used for preservation and packing processes to provide a fresh taste
and aroma [18]. All these gases are sensed and identified by the electronic nose
equipped with various sensors such as MQ2, MQ3, MQ4, MQ5, MQ6, MQ8,
MQ9, MQ135 and MQ136.

2. Survey of existing models in the literature

Sanaeifar et al. [1] proposed a computational model to study the ripening
process of bananas with the help of an e-nose. Different algorithms employed
to find the various ripening stages are principal component analysis (PCA),
linear discriminant analysis (LDA), soft independent modelling of class analogy
(SIMCA) and support vector machines (SVM). The SVM provided high accuracy
results for finding bananas’ maturity. In addition to ripening, the odor produced
during storage life was calculated with the help of e-nose and an artificial neural
network. The e-nose was equipped with metal oxide semi-conductor (MOS) for
the investigation of various types of aroma in the study of Sanaeifar et al. [2].
Different approaches such as back-propagation multilayer perceptron (BP-MLP)
neural network for pattern recognition and SVM for classifying different shelf-life
stages were used. The enhanced model of this system predicted the quality of
bananas with some more features such as total soluble solids (TSS), titratable
acidity (TA), pH and stability. The model in Sanaeifar et al. [3] used partial least
squares (PLS), multiple linear regression (MLR) and support vector regression
(SVR) techniques to predict the quality.
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The aroma classification of four different fruits was proposed by Adak and
Yumusak [4]. Their model used an artificial bee colony (ABC) algorithm and
back propagation to train the classification model. Different aroma datasets for
this model were collected using MOSES or e-nose and the best results were ob-
tained with the ABC algorithm. Besides bananas and fruits, different types of
saffron were identified with the help of e-nose coupled with the expert model
proposed by Kiani et al. [5]. The aroma of eleven types of saffron from different
regions were investigated by e-nose and the classification model was trained using
supervised learning methods such as partial least squares (PLS) and multilayer
perceptron (MLP). Qualities such as excellent, good, bad, etc. were studied by
unsupervised methods known as principal component analysis (PCA) and hier-
archical clustering analysis (HCA). MLP provided better result with the RMSE
value of 0.0141.

Researchers in expert system propose several e-nose-based models for various
foods’ quality monitoring and ripeness predicting. The evolution of expert sys-
tems with e-nose is shown in Table 1 from 2017 to 2020. All the researchers
from [6] to [17] in Table 1 used e-nose to obtain the various values of gas pro-
duced from foods. The extreme learning machine employed for classification was
discussed in [18], and the performance of deep learning was analyzed in [19].

3. Proposed methodology

Artificial intelligence olfaction-based food quality monitoring model is devel-
oped in this paper. The conceptual framework is presented in Fig. 1. The sensor
array collects the data from food substrate in real-time, and the collected data

Thing speakFood
sample

Sensor
array

Data preprocessing

Training Testing

Classifier
model

KNN data
imputation
technique 

Microcontroller

1. Excellent
2. Good

3. Acceptable
4. Spoilled

Fig. 1. Block diagrammatic representation of the proposed model.
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is stored in the cloud by means of a programmed microcontroller. However, the
operation of sensors can be affected by environmental factors, which may result
in sensor drift. An ensemble machine learning model for sensor failure tolerable
model was proposed by Kaya et al. [20].

In this study, an ensemble-based classifier model is proposed. The model is
made to train for each sensor loss by employing five-fold cross-validation. In ad-
dition, in our proposed methodology a KNN-based data imputation technique is
incorporated with the multiclass SVM classifier model, and the model is trained
by ten-fold cross-validation considering the loss of data acquired from the sensor
array. The performance of the classifier model for food quality assurance is ini-
tially investigated with benchmark datasets considering the sensor failure, and
validated with hardware design in the real-time scenario.

The proposed quality assurance model is designed in such a way that it can
perform efficiently in sensor failure situations. The data acquired from the sen-
sor array is in unreadable format or empty during the sensor miss operation and
failure scenarios. In the case of sensor failure or miss operation, the data field of
the particular sensor will be empty or undefined, so the KNN will take care
of those fields by substituting them with average feature values. The training
is conducted by employing ten-fold cross-validation, the entire training data is
segregated into ten folds, while nine-fold data is employed for training the re-
maining 1-fold employed for testing. The training is conducted with no sensor
loss, while the testing fold has 10% of sensor loss, i.e., one sensor is considered
as failure, another sensor is assumed to be a failure for the next fold, the proce-
dure continues for all ten folds, and at the end of the cross-validation process all
sensor failure situations will be fed into the model. Now, the model is completely
trained for all sensor failure situations.

4. Experimental modeling of the proposed methodology

The experimental modeling of the proposed model has three main modules,
the data acquisition module, classification and communication module. The de-
scription of each module is presented as follows.

4.1. Data acquisition

The collected food substrate is taken in an airtight closed chamber, the gen-
erated gas in the closed chamber goes into the sensing chamber where the sensor
array is installed. In the proposed study. nine gas sensors are employed along with
temperature and humidity measurement, so a total of 11 field measurements is
done and stored in the cloud, the employed sensors and their corresponding sens-
ing gases are given in Table 2, the collected data is transmitted into the created
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Table 2. Sensor and the corresponding sensing gas.

Sensor Sensing gas
MQ-2 Methane, Butane, LPG, Smoke
MQ-3 Alcohol, Ethanol, Smoke
MQ-4 Methane, CNG gas
MQ-5 Natural gas, LPG
MQ-6 LPG, Butane
MQ-8 Hydrogen gas
MQ-9 Carbon monoxide, Flammable gasses
MQ135 Air quality
MQ136 Hydrogen sulfide gas

new channel in ThingSpeak cloud by Arduino UNO controller board through the
ESP8266 wifi module. The ThinkSpeak is an open source cloud storage frame-
work, and the data can be stored and retrieved through the programming of
ThingHTTP by the Arduino controller.

4.2. Communication module

The communication is established by means of the ESP8266 wifi module,
the collected data is stored in an open-source ThingSpeak cloud framework, and
the ThingSpeak application is interfaced with the server through the WriteAPI
key and Arduino UNO programming. The given data substrate is analyzed by
the classifier model and the quality of food is expressed by four classes such as
‘excellent’, ‘good’, ‘acceptable’, and ‘spoiled’. The decision made in the remote
server is transmitted to the analyzer through the wifi module. Further, to send
message notification to the user, another application is employed named React,
and the quality of food is mailed to the user through the IFTTT. The IFTTT
is an interface application that triggers message based on the if-then rule.

4.3. Classifier module

The developed food quality assurance model based on a multiclass SVM
classifier algorithm with KNN-based data imputation strategy is programmed in
MATLAB environment. The data stored in the cloud is exported to a CSV file,
and the entire dataset is segregated into training and testing datasets. The train-
ing is done with ten-fold cross-validation considering the sensor failure situation
for each with the data imputation technique.
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Multiclass SVM classifier. The proposed model flags the food sample into
four different classes of qualities as ‘excellent’, ‘good’, ‘acceptable’ and ‘spoiled’,
so a multiclass SVM classifier algorithm is considered in this study. The SVM
classifier algorithm was proposed initially to handle the binary classification
problems, Cortes and Vapnik [21]; to separate the entire samples into two classes,
a hyperplane is constructed in a high dimensional space over the available train-
ing samples. The multiclass SVM classifier combines multiple binary classes by
one vs. one, one vs. all or direct acrylic graph construction. The basic illustration
of binary classifier algorithm and multiclass SVM classifier is presented in Fig. 2.

Binary
SVM

Multi class
SVMMargin

Hyperplane

Fig. 2. Illustration of binary and multiclass SVM.

For the binary separable problem, for the given input sample {(x1, y1),
(x2, y2), ..., (xi, yi)}Ni=1, where xi(xi ∈ Rt) represents the input set of i training
samples, xi =

[
x1i , x

2
i , ..., x

t
i

]T and yi ∈ (−1,+1) represents the output class, the
hyperplane is constructed by the equation wT · x+ b = 0.

The parallel boundaries of the hyperplanes are given by:

wT · x+ b = +1 and wT · x+ b = −1. (1)

The hyperplane is constructed such that 1
2 ‖w‖

2 satisfies the constraints pre-
sented as follows:

yi(w
t · xi + b) ≥ 1 ∀i = 1, 2, ..., N. (2)

On introducing Lagrange multipliers:

L(w, b, α) =
1

2

∥∥w2
∥∥− N∑

i=1

αi[yi(w
t · xi + b)− 1]. (3)
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The expression (3) should be minimized with respect to w and b, and subject
to the following constraints αi ≥ 0, ∀i = 1, 2, ..., N ,

w =

N∑
i=1

yiαixi

N∑
i=1

yiαi = 0

. (4)

Now, the dual optimization problem is given by

minQ(α)
α∈Rm

=
1

2

N∑
i=1

N∑
j=1

αiαjyiyjx
i
jxj −

N∑
i=1

αi. (5)

Subject to the constraints

N∑
i=1

αiyi = 0, αi ≥ 0 ∀i = 1, 2, ..., N. (6)

For optimal hyperplane construction, a slack variable ξi is introduced in Eq. (2),

yi(w
t · xi + b) ≥ (1− ξi) and ξi ≥ 0 ∀i = 1, 2, ..., N. (7)

The optimal separating plane is given by

min
(w,ξ)

L(w, ξ) =
1

2
‖w‖2 + C

N∑
i=1

ξi (8)

and subject to

yi(w
t · xt + b) ≥ 1− ξi for 1 ≤ i ≤ N

ξi ≥ 0 for 1 ≤ i ≤ N

. (9)

Next, Lagrange multipliers are introduced:

L(w, b, α, ξ, β) =
1

2

∥∥w2
∥∥− N∑

i=1

αi[yi(w
t · xi + b)− 1 + ξi]−

m∑
i=1

βiξi. (10)

The dual optimization problem is attained by

minQ(α)
α∈Rm

=
1

2

N∑
i=1

N∑
j=1

αiαjyiyjx
i
jxj −

N∑
i=1

αi (11)
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with constraints,

N∑
i=1

αiyi = 0, 0 ≤ αi ≤ C ∀i = 1, 2, ..., N, (12)

and solution of w =
N∑
i=1

αiyixi, the decision function of sign(wt · x+ b).

So far, the soft margin equation construction was discussed. The following
section presents the hard margin construction for the transformation φ :Rt→Rn,
then Eq. (11) is written as:

minQ(α)
α∈Rm

=
1

2

N∑
i=1

N∑
j=1

αiαjyiyjφ(xi)φ(xj)−
N∑
i=1

αi. (13)

The optimization function is sign(wtφ(x) + b), where w =
N∑
i=1

yiαiφ(xi).

The function K(x, x′) = φ(x)′φ(x′) represents the kernel function, Eq. (13)
is represented as

minQ(α)
α∈Rm

=
1

2

N∑
i=1

N∑
j=1

αiαjyiyjK(xi, xj)−
N∑
i=1

αi. (14)

Subject to the constraints

N∑
i=1

αiyi = 0, 0 ≤ αi ≤ C ∀i = 1, 2, ..., N.

K(x, x′) represents the kernel function; in the proposed study, a radial basis
function is presented and is given by

K(x, x′) = exp(−δ ‖a− b‖2). (15)

To perform multiclass classification, in the proposed approach the one-vs-
one method is employed to predict the quality of the food sample under study.
For n-events, the one-vs-one strategy constructs N = n(n − 1)/2 number of
binary classifiers, then they are combined as multiclass by the one against two
classes i, j as:

min
wij ,bij ,ζij

1

2
(wij)T (wij) + ψ

∑
t

ζijt (w
ij)T . (16)

Subject to

(wij)Tφ(xt) + bij ≥ 1− ζijt if yt = i,
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(wij)Tφ(xt) + bij ≥ −1 + ζijt if yt = j,

ζijt ≥ 0,

where the slack variable is ζijt , ψ is the tradeoff parameter between the margin
size and the error, and the majority voting scheme is employed here to choose the
class of similar index. The pseudo-code of the proposed algorithm is presented
as follows.

Pseudo-code of the proposed algorithm

Input: Training dataset {(xi, yi), i = 1, 2, 3, ..., n}
Let X = {(xcom

i , ycom
i ), i = 1, 2, 3, ..., n} are the data with no sensor failure scenario

Y =
{
(x

in_com
i , y

in_com
i ), i = 1, 2, 3, ..., n

}
are the data with missing data field due to sensor

failure scenario

Output : W ∈ class: ‘excellent’, ‘good’, ‘acceptable’, ‘spoiled’

parameters ← C = 10−3 and λ = 1000

Stopping condition ← iter_Max||Min_err_rate

Initialize: w ← 0 to 1, a ← 0, η ← 0.5 (threshold)

For i = 1 : n

For j = 1 : m

Calculate distance between yi and xj
Cum_dist = sum (distance of yi to X)

Wi = |X| /2 ∗ Cum_dist

For m = 1 : in_com

d = 0

for n = 1 : com

if (class of xcom
n and xin_com

m is same)

d =Wm ∗ dist_xcom
n to dist_xin_com

n

if (d < η)

include xcom
n as ref point

replace xin_com
m with average of ref points

While (iter_Max = 500||Min_err_rate = 10−5)

Do {
For input data i = 1 to n

si ← wTxi// Prediction score

ai−1 ← ai// load previous cache value

Update C and λ

w ← w + xi(ai − ai−1)
T }

End
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4.4. KNN-based data imputation methodology

The missing values in the dataset are replaced by weighted KNN-based impu-
tation strategy, see Cheng and Huang [22]. The first step of data pre-processing
is normalization, which converts the dataset into a range of [0–1], and a min-max
normalization technique is employed here to normalize the data samples. The
nearest neighbor is estimated by identifying the distance between the complete
and incomplete missing samples, based on the distance value weight vector is
assigned as W = [w1, w2, ..., wn],

wi =
|X|

2
∑
x∈X
‖yi − xi‖2/(q−1)

, (17)

where wi is the incomplete weight value of i-th incomplete data, |X| is the
training data without missing values, yi is the i-th instance of incomplete data,
xi is the i-th complete data, and q = 2 to define the Euclidean distance between
complete and incomplete data.

Now the weighted distance is estimated as

Dij = [di1, di2, ..., din], dij = wi(yi − xj)2,

if dij < 2 then the data belong to the outliner.
Replace the missing data with the average of reference values M(i, j,X) =

X/n, where X represents the neighbor vector and n is the number of neighbor
set, (i, j) represents the i-th instance of the j-th attribute.

5. Discussion of obtained results

The proposed food quality analyzer is initially validated by benchmark data-
sets, and the data available in the public domain is adopted to validate the
performance of the proposed model. Two food quality datasets are employed in
the study, the wine quality check is made with the dataset of Rodriguez Gamboa
et al. [10]. The dataset consist of eight field data flagged into three class of quality
such as AQ: average-quality, HQ: high-quality, and LQ: low-quality. The meat
quality check is made with the dataset of Wijaya et al. [7], and the dataset
consists of four classes of data representing ‘excellent’, ‘good’, ‘acceptable’, and
‘spoiled’ quality of food. The complete dataset is normalized and segregated into
70% of data for training and 30% for testing. While testing, 10% of the data is
made empty so that the model is made ready for sensor failure situations with
the help of the proposed KNN imputation strategy. The following performance
metrics are employed to study the performance of the proposed model in the
study.
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Accuracy. Accuracy is the quantity that depicts the quality of the right pre-
diction made by the classifier:

Accuracy =
TP+ TN

TP+ FP + TN+ FN
, (18)

where TP – true positive, TN – true negative, FP – false positive, FN – false
negative.

Precision. Precision is a measure that demonstrates the degree of abnormal
activity predicted as abnormal by the classifier model:

Precision =
TP

TP + FP
. (19)

Recall/true positive rate (sensitivity). True positive rate (TPR) illustrates
the extent of positive information emphases that are effectively considered as
positive by the classifier, considering each and every single positive datum of the
data sample:

Recall or TPR =
TP

TP + FN
. (20)

True negative rate (specificity). True negative rate (TNR) illustrates the ex-
tent of false information emphases that are effectively considered as negative
by the classifier, considering each and every single negative datum of the data
sample:

Specificity or TNR =
TN

FP + TN
. (21)

F1 score. The harmonic mean of precision and recall is presented by the F1
score:

F1 score =
2 · precision · recall
(precision + recall)

. (22)

The obtained results for wine quality assurance are presented in Fig. 3, where
the obtained performance metric results for data without loss and data with
loss are depicted, and the significance of the proposed KNN data imputation
strategy is illustrated by the obtained metric values. The obtained results are
tabulated in Table 3. The proposed model reports better classification perfor-
mance for missing data scenario. The accuracy of the dataset without missing
value is 0.9766, the missing dataset without KNN imputation strategy reported
is 0.7832, whereas the proposed model reports 0.9426 for sensor failure scenarios.
The proposed food quality assurance model reports 18% improved accuracy rate
for sensor failure situation and 16.44% improved precision rate, 15.58% improved
sensitivity, 21.68% of selectivity, and 15.96% of F1 score. Similarly, the perfor-
mance of the model for meat quality check is demonstrated in Fig. 4, the per-
formance of the proposed model for sensor failure scenario is improved about
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Fig. 3. Performance of the proposed model for the wine dataset.

Table 3. Classification performance for wine and meat dataset.

Dataset Accuracy Precision Sensitivity Specificity F1 score
Wine dataset

No sensor failure scenario 0.9766 0.9896 0.9699 0.9859 0.9796
Sensor failure scenario without
KNN-based data imputation

0.7832 0.8096 0.8095 0.7484 0.8096

Sensor failure scenario with
KNN-based data imputation

0.9648 0.9740 0.9645 0.9652 0.9692

Meat dataset
No sensor failure scenario 0.9784 0.9902 0.9724 0.9868 0.9813
Sensor failure scenario without
KNN-based data imputation

0.7415 0.7879 0.7650 0.7082 0.7763

Sensor failure scenario with
KNN-based data imputation

0.9717 0.9896 0.9617 0.9857 0.9754

Accuracy Precision Sensitivity Specificity F1 score

Meat dataset without missing data

Meat dataset with missing data (with KNN)

Meat dataset with missing data (without KNN)

1

0.8
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0.4

0.2

0

Fig. 4. Performance of the proposed model for the meat dataset.
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23% of accuracy, 20% of precision, 19.67% of sensitivity, 27.7% of specificity,
and 19.9% of F1 score.

The proposed model is experimentally validated with meat substrate, and
the collected sensor data in the sensing chamber is fed into the cloud using
Arduino controller. The data is stored in the cloud. Figures 5 and 6 show the
field graph representing the data uploaded into the ThinkSpeak cloud. The pro-
posed model employed nine gas sensors for sensing the aroma produced by the
meat substrate under study. In addition, a temperature and humidity sensor
is also employed to check the quality of food, so a total of eleven field data is
uploaded into the ThinkSpeak cloud to validate the performance of the model
for sensor failure situation by randomly disconnecting any of two sensors. The
corresponding field chart is represented in Fig. 6. The data from the cloud is

Fig. 5. Field chart of the ThinkSpeak cloud.
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Fig. 6. Field chart in the ThinkSpeak cloud representing the missing field.

exported into the Matlab environment to classify the quality of the sample un-
der study, and the classification performance of the model for both the complete
dataset and the missing dataset is presented in Fig. 7, the reported quality is
sent as mail for the user analyzing the sample through the IFTTT application.
The message notification is represented in Fig. 8.
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Accuracy Precision Sensitivity Specificity F1 score

Proposed model (without missing data)

Proposed model (with missing data)
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Fig. 7. Model performance for the meat substrate under study.

Fig. 8. Mail communication about quality of food.

In order to demonstrate the significance of the proposed study, the model is
compared to other models in existing works of literature and the corresponding
performance is reported in Table 4. The proposed KNN-based data imputation
strategy with multiclass SVM model outperformed other models in the literature
with better classification results. From the table, it is inferred that the proposed
data imputation strategy sustained the performance of the model during the
sensor failure scenario, whereas the other models existing works of literature
failed to perform at that sensor failure condition.
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Table 4. Comparative analysis with existing works of literature.

Model under study Accuracy Precision Sensitivity Specificity F1 score
Model performance without sensor failure – meat substrate

Proposed model 0.9827 0.9879 0.9819 0.9839 0.9849
Sanaeifar et al. [2] 0.9559 0.9662 0.9568 0.9548 0.9615
Voss et al. [13] 0.9606 0.9655 0.9654 0.9544 0.9654
Kaya et al. [20] 0.9736 0.9817 0.9722 0.9755 0.9769
Wijaya et al. [7] 0.9523 0.9522 0.9524 0.9523 0.9642
Han et al. [9] 0.9549 0.9523 0.9316 0.9432 0.9614
Kalpana and Baghyam [11] 0.9634 0.9712 0.9502 0.9685 0.9703

Model performance with sensor failure scenario – meat substrate
Proposed model 0.9748 0.9787 0.9771 0.9718 0.9779
Sanaeifar et al. [2] 0.7282 0.7921 0.7460 0.7008 0.7684
Voss et al. [13] 0.7832 0.8875 0.7678 0.8128 0.8233
Kaya et al. [20] 0.8476 0.9162 0.8328 0.8724 0.8725
Wijaya et al. [7] 0.7824 0.7475 0.7633 0.7254 0.7434
Han et al. [9] 0.8623 0.8628 0.8648 0.8544 0.8653
Kalpana and Baghyam [11] 0.8453 0.7682 0.7468 0.7692 0.7972

6. Conclusion

This article presented a novel approach to ensure quality of food using an
e-nose strategy in the sensor failure scenario. The uncertainty of the missing data
during training and testing of the neural network was handled by the proposed
KNN-based data imputation strategy. The food samples from wine and meat
were classified into four classes; ‘excellent’, ‘good’, ‘acceptable’, and ‘spoiled’
using a multiclass SVM classifier algorithm. The proposed model outperformed
other models in the literature for both sensor performances with and without
failure scenario with improved classification performance.
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