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The current pandemic situation has made it important for everyone to wear masks. Digi-
tal image forensics plays an important role in preventing medical fraud and in object
detection. It is helpful in avoiding the high-risk situations related to the health and security
of the individuals or the society, including getting the proper evidence for identifying
the people who are not wearing masks. A smart system can be developed based on the
proposed soft computing technique, which can be helpful to detect precisely and quickly
whether a person wears a mask or not and whether he/she is carrying a gun. The proposed
method gave 100% accurate results in videos used to test such situations. The system was
able to precisely differentiate between those wearing a mask and those not wearing a mask.
It also effectively detects guns, which can be used in many applications where security
plays an important role, such as the military, banks, etc.
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1. INTRODUCTION

Digital and mobile cameras are commonly used as authenticated sources in
forensic investigations. In examining the evidence of crimes, the video and photos
extracted from such equipment are extensively employed, which may provide
the main forensic evidence, aid evidence available or match evidence aspects to
specific settings. Closed-circuit television (CCTV) devices are usually used in
malls, banks, parking, retail, and even residential crossroads and areas, where
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video footage may be used as evidence even more than before. Audio and video-
based pieces of evidence, alongside smart devices, can be easily accessible during
research. The strategies for image improvement have been suggested [1-5] in
the last several decades, most of which may be divided into various spatial and
frequency domain approaches. Several approaches demonstrate strong potential
to enhance picture quality. However, only a number of devices/methods, such as
CCTV, video clips, etc., can be employed due to poor quality. Most monitoring
systems in the CCTV industry export images of low-quality and need to be
reformatted or transformed into a format that is easier and better to study.
Images’ low quality could also frequently lead to less reliability and loss of data,
making them hard to examine.

Anomaly detection, also called aberration identification, is a method for iden-
tifying unexpected patterns that deviate considerably from data samples. Bank
accounts, financial or medical scams, political contribution abnormalities, ma-
lignant tumors in an MRI. and even new universes and celestial objects can
all be detected via anomaly detection. In medical fields, deep learning can be
implemented for medical imaging anomaly detection.

Digital forensics footage is widely used for comparative study, involving foren-
sic analysis, for comparing photographs of persons, cars, clothes, and armed
people interrogated, with expert evaluation of the results [6-8]. In many cur-
rent CCTV devices, internet offenders or other offenders are identified by face
identification methods [9]. In recent years, other processes have been studied,
for instance, motion identification, facial and body recognition, etc. In certain
unfavorable scenarios with poor detection, it is quite hard to recognize persons
from the face, body, stillness, etc. Although various approaches for the process-
ing of images have been developed in recent decades, most do not benefit from
the recognition of the face, body, etc.

When an individual or a corporation willfully misinterprets or mischaracter-
izes anything about the kind, extent, or quality of the medical care or services
offered so that unlawful compensation is made, this is known as healthcare fraud.
Misreporting aimed at defrauding taxpayer-funded health care is common and
growing. This represents the enormous scale of the healthcare administration,
the inadequacy of monitoring and transparency in the claims process, and the
enormous sums of cash involved. All of these factors come together to make
universal public healthcare an unstoppable objective.

To answer judicial system issues expertise from various science sectors is used,
for example, forensic science. Increasingly, specialized areas, including computer
science, engineering, and economics. are engaged in advancing illegal operations.
Computer forensics covers the study disciplines of forensics and computer sci-
ence, and includes research approaches based on hypotheses of a given problem
through the usage of computers and electronic procedures. Nevertheless, com-
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puter forensics needs investigations and informatics to work jointly. Computer
science join forces with forensic science in many aspects. Computer vision gives
essential information in numerous researches to confront forensic issues, includ-
ing ways for capturing, processing, analyzing, and comprehending real-world
digital images. Computer vision and forensics combine data retrieval and ana-
lysis. More scientific assessment is accessible, and the actual application of such
procedures continues to expand. Following difficulties have to be overcome in
video-based forensic research. Identifying a suspect in forensics through images
or video footage is always difficult due to the difference in the images in the
gallery due to uneven face or weapon identification owing to the low quality
of the image or video footage, angle of the camera, intensity of the image or
video footage, etc. It requires developing more advanced approaches to enhance
the image or video footage quality. To set up relationships, accessible document
resources such as CCTV video, online image recordings, or historical trails of
these artifacts among subjects in research situations are used. Because of grow-
ing innovations in the domains of social networks, the internet of things (IoT),
smartphones, and advanced research methods are not just the end of everything
for law enforcement applications but instruments exploiting any accessible infor-
mation. Digital forensics locate relevant evidence from its current origins rapidly
using certain smart methodologies utilizing the concepts of deep learning and
artificial intelligence. For instance, in forensic research, for video footage-based
face or weapon identification, the identification of unfamiliar faces encompasses
aging of the faces, markings, forensic sketch identification, and near-infrared face
or weapon identification, robust techniques for proof collection such as robust
identification and the subject identification, etc.

Forensics tries to detect the elements based on small objects, whereas in
medical image techniques entire image is required for training and analysis pur-
poses. Healthcare data refers to information on an individual’s or populations’
health issues, fertility rates, reasons for mortality, and comfort of life. Medical
measurements, as well as geographical, economic, and psychological data, are all
included in healthcare data. When people engage with healthcare institutions,
a variety of medical data is gathered and used. From a deep learning point of
view. The medical image technique will take more time for training purposes
compared to video forensics. Digital forensics experts have devised scientifically
proven methods for identifying, collecting, preserving, validating, analyzing, in-
terpreting, and presenting digital evidence derived from digital sources to facil-
itate the reconstruction of events that led to a breach. Indeed, with the help of
digital forensics we can easily identify the suspected object, which can also help
in securing medical data.

It is obvious that the digital inquiry of forensics into videos relies significantly
on the quality of the video footage recorded, and that low quality considerably
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reduces the degree of trust in the process of investigation and does not thus
prove to be worth submitting it to a court. In this study, we will try to resolve
the issues mentioned above and present advanced methodologies for successful
research in digital video-based forensics. The contribution of this article is as
follows:

e The proposed framework deals with identifying guns and masks as a part
of digital forensics.

e Identification of guns, masks and suspicious activity is implemented using
a customized CNN architecture.

e Identification of guns, masks and suspicious person is implemented using
the “you only look once” (YOLO) architecture.

e The results obtained from both the architectures are compared.

This article is divided into the following sections. The presented section dealt
with introducing the concept related to video-based forensics. Section 2 high-
lights the discussion of related research work and the practices used in the foren-
sic investigation. Section 3 discusses the methodology for the proposed frame-
work. Section 4 deals with presenting and discussing the obtained results from
the proposed framework. Finally, Sec. 5 presents the conclusion and possible
future works based on the proposed framework.

2. RELATED WORK

Active research is going on in forensics related to computer vision as a part of
artificial intelligence studies to protect society from unexpected violent scenarios.
This became a major important aspect for most countries across the globe when
some countries had to act strongly against terrorism. Jerian et al. [10] in 2007
presented a forensic application, an image processing-based software developed
in the environment of MATLAB. The goal of the proposed framework was to
counteract a few of the disadvantages that arise while using regular image pro-
cessing applications applied to this study’s particular scenario, such as the lack
of control and documentary evidence over the functions conducted on the ima-
ges, as well as the lack of advanced and more efficient methodologies the can
enhance the performance and help bridge the gap in critical cases.

While the activity identification community has concentrated mainly on rec-
ognizing basic motions such as clapping, walking, running, identifying fighting
and other hostile behaviors has received far less attention. Such a method might
be quite beneficial in certain video monitoring scenarios, such as prisons, mental
or elderly facilities, or even in camera phones. Nievas et al. [11] in 2011 employed
the well-known bag-of-words structure for activity identification, as well as two
of the finest activity descriptors currently offered: STIP and MoSIFT, to eval-
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uate a well-defined bag-of-words structure to detect fight. They also provided
an advanced video repository including 1000 frames classified into two classes:
fighting and non-fighting, to assess and investigate video-based violence identifi-
cation. Research on one repository and another containing fightings from action
films demonstrate that fights can be identified with an accuracy of nearly 90%.

The procedure of analyzing a video, obtaining information, and analyzing
the information to obtain domain-specific information is known as video analy-
tics. Apart from evaluating any video for the data retrieval, live security footage
analysis for identifying actions that occur inside its service coverage has grown
increasingly significant in recent years. These mechanisms work in place in real-
time. By utilizing a training model with the aid of an artificial neural network,
automated face identification from surveillance footage becomes easier. Skin color
estimate aids in-hand identification. From footage acquired by a security cam-
era throughout tests, Gowsikhaa and Abirami [12] in 2012 identified suspicious
behavior such as object transfer, new individual admittance, peeping at some-
body else’s work or test, and individual swap. This necessitated the use of face
identification, hand identification, and the identification of touch between an in-
dividual’s face and hands as well as between various people’s faces and hands.
The automation of suspicious activity identification will aid in lowering the error
rate associated with manual surveillance.

Mobile devices are the primary means of communication in contemporary
society, enabling users to send and receive messages, ideas, movies, and audio.
There are a variety of instant messengers for mobile devices, which are a su-
perior substitute to SMS technology. Increased use of instant messengers, on
the other hand, has a negative influence, particularly as undesired behaviors
related to cybercrime. On Android phones, the most popular instant messen-
gers are WhatsApp and Viber. Lone et al. [13] in 2015 used forensic analytical
techniques to acquire artifacts from the WhatsApp and Viber apps. Messages,
contacts, chat history, attachments, and other artifacts from the mobile device’s
storage were the subject of their investigation. The authors shared their results
after utilizing widely accessible applications and software to carry out forensic
tests. The artifacts discovered in their inquiry can be used in a court of law in
the criminal offense case.

Kamenicky et al. [14] provided a series of forensic image and video analysis
techniques. These were created to assist in determining the reliability and source
of images and videos, as well as to recover and improve image quality by reduc-
ing undesirable impression, noise, and other undesirable details. Their research
originated from using photos and videos in criminal investigations, as such usage
is considered to be among the best practices. Determining the image origin, ver-
ifying the image contents, and image recovery are considered the most essential
difficult tasks in which automation may assist criminalists in their work.
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Because digital recordings are routinely used for security reasons, most of
research has focused on developing video forensic technologies. The main goals
of forensic analysis of videos are: identifying evidence in a video and authenti-
cating the actual video origin. Wan et al. [15] in 2017 presented an automatic
jump-cut identification method to assess video manipulation and modification
utilizing an innovative, reduced cost, and efficient video forensic methodology
influenced by the human visual system, which identifies modifications that the
naked eye may not be able to notice. The authors’ aim was to determine the qua-
lity of digital video footage. The outcomes of their experiments show that their
assessment is capable of reliable recognition and authorization in the applications
of digital video forensic cases.

CCTV is an electronic camera used to capture surveillance footage and one
of the most prevalent electronic camera techniques providing digital evidence for
forensic investigation. The footage featuring the targeted individual or item is
taken from the CCTYV records for further study in the analysis of video forensics.
Nevertheless, the performance quality of these records is frequently low due
to various circumstances, including the type of cameras, setup, and location.
The sharpness of the CCTV footage has a significant impact on the outcomes
of forensic face identification. Low standard CCTV footage lowers the degree of
trust in the facial recognition, making it ineffective, as proven by its use in
examinations in courts of law. The aim of the study conducted by Senan et al. [16]
was to provide a methodology for evaluating the CCTV quality data for use in
forensic face identification analyses. There were two steps to this methodological
study. The research was carried out using several CCTV cameras with various
resolutions and distances between the person and the CCTV in the first step.
The individuals’ features were matched to the faces obtained during the enrolling
process in the second step. The forensic face identification program’s results were
determined by camera resolutions, types of cameras, distances, and variations in
ranking score upon implementing augmentation processes similar to the bicubic
interpolation of the face images.

For the acquisition and evaluation of flexible data, a detailed understand-
ing of both the staging and forensic instruments is essential. There are various
tools available to make mobile phone crime scene inspection easier. In [17], the
key tools available on the market to support Android devices in terms of their
ability to extract and analyze data on a variety of factors are compared. Gathe-
ring information from a Google Android phone is an important issue in many
criminal inspections. An Android phone may save a lot of information relevant
to an inquiry. Standard Android phone data such as SMS, internet searches
and history, phone log information, and mobile accounts are such information.
The analysis, implementation and performance of the Google Android mobile
forensic application and the findings are the topics of the research by Kaur and
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Choudhary [17] in 2017. On completing forensic processes, the authors presented
their study findings. Their study shows that the artifacts gathered during the
research design can be used as proof in a trial of court against every criminal
activity.

As an approach for multi-purpose detection of image manipulations under
anti-forensic attacks, Chen et al. [18] in 2018 proposed a novel convolutional
neural network technique. To increase the transmission of common characteris-
tics relevant to image alteration identification, the dense interconnectivity pat-
terns, which have greater parameters efficiency than the traditional patterns,
were investigated. Their research shows that the suggested CNN design outper-
forms three other state-of-the-art approaches. The suggested approach can also
increase resilience against JPEG compression, with maximum improvement of
13% accuracy under the low-quality JPEG compression technique.

Singh and Singh [19] in 2019 described a submissive blind methodologies con-
sisting ot two different algorithms to detect video frame and region duplication
forgeries in videos. The authors looked at the video frame duplication forgery in
three different forms such as duplication of a pattern of a sequence of consecutive
video frames at long running situation, duplication of many such sequences at
many different locations, and duplication from other videos with different and
similar dimensional aspects. It is a challenge to detect this copy-move forgery
due to a slight change in pixel intensity values in the duplicated region and pro-
viding high correlation as authentic region. To compute the similarity among
areas in two images or inside the impacted image, the second methodology in
the suggested system detected these region duplication forgeries in videos by
detecting the incorrect position using the deadline procedure. The experimental
findings reveal that the suggested technique has a greater identification accuracy
and execution time efficiency than the latest efficiency techniques.

In video surveillance settings, for example, train stations, gymnasiums, and
mental health centers, it is very important to detect aggressive/violent conduct
automatically. However, the previous detection methods extract descriptors in
the spacetime locations/points of interest or statistic features in the motion ar-
eas, resulting in limited ability to effectively identify video-based aggression Zhou
et al. [20] in 2018 offered a new way of detecting patterns of violence to overcome
this problem. Initially, the activity areas are separated by optical flow domain
distribution. Next, the authors suggested that two types of low-level characteris-
tics in the activity areas to be extracted to reflect the appearance and dynamics
of aggressive behaviors. The local histogram of oriented gradient (LHOG) de-
scription derived from colored images and the local histogram of optical flow
(LHOF) description derived from optical flow images are the proposed low-level
features. Then, the extracted features are encoded with the gag of words model to
remove redundant data, and a specific-length vector is generated for each video
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clip. At last, the generated vectors are categorized by support vector machine
(SVM). Research findings on three challenging benchmark datasets showed that
the suggested methodology of identification is better than earlier techniques.

Ramzan et al. [21] in 2019 examined different state-of-the-art identification
approaches. The methodologies of identification were divided into three groups
based on classification methodologies: violence detection using traditional ma-
chine learning (ML), the usage of SVM, and deep learning. The feature extraction
techniques and object detection techniques of the each single method were also
presented. Furthermore, datasets and videos employed in the techniques, which
play a crucial role in identification process were also discussed. The phases of
the research methodologies were shown in an architecture diagram for better
understanding. The results of the research have been discussed, which may help
in finding the possible future studies in this field.

Aerial satellite imaging can be easily acquired and shared. Once the accessi-
bility of powerful traditional and automated image editing technologies is given,
the integrity of these types of images cannot be assumed anymore. Horvath
et al. [22] proposed a deep learning-based algorithm to recognize and locate
splicing alterations in overhead photos. Their method exploited recent advances
in anomaly detection and required no previous knowledge of the type of manip-
ulation that an opponent could insert in the satellite imagery. The authors com-
pared their strategy with robust satellite-based manipulation detection systems.
The authors also showed that the suggested strategy outperforms all existing
techniques, especially when detecting small modifications.

To learn spatial-temporal data on video clips under different scenarios: subjec-
tive- and conceptual-based, Peixoto et al. [23] in 2019 studied several violence
identification methodologies that rely on two deep neural networks (DNNs)
frameworks. The proposed study considered deep feature representations for
each specific concept, and then combined them by forming a superficial neu-
ral network to describe violence as a whole. Lastly, the authors demonstrated
that employing more specific concepts is a straightforward and successful stra-
tegy, besides being complementary to producing a more precised description of
violence.

The aim of Kaur and Jindal’s study in 2020 was to provide an effective
way of unfolding new features of forgeries for researchers working in the field
of image and video forensics [24]. Their report used full research to help re-
searchers face the different obstacles encountered in earlier studies. The paper
examined the splicing and copy-moving methodologies of forgery detection in
images and interframe and intra-frame forgery in videos, highlighting the com-
monly used datasets and thereby assisting new researchers in their work. The
article’s novelty was that such collaborative study was not conducted under one
framework.
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2.1. Research gaps based on the existing frameworks

The research gaps based on the existing frameworks are enlisted as follows:

1. Intelligent computer vision algorithms are available in state-of-art model
[1,7, 8,15, 16]. However, it is required that video forensics detection should
be automatically conducted along with it.

2. Classification results are available [5, 6, 12|, but they must be high perfor-
mance in — training, testing and validation stages.

3. It is required that high-performance hardware with a multi-core system
should be available to train the deep learning models. In video forensics,
traditional feature extraction methods [4] are time-consuming and low per-
formance.

4. The state-of-art methods have generalized data sets, but today there is
a need for the data sets to be equally balanced between types of anomalies
(labeled as positive) and normal events (labeled as negative) [11].

2.2. Summary of the related work

The literature discussed so far can be used in identifying the current practices
in video forensics and features that are used in the video forensics research. These
days, video forensics is a very active research field, and in one way or the other,
video forensics will play a vital role in preventing violence before it occurs to
maintain the law and security in society [26-31].

3. METHODOLOGY

This section discusses the customized neural network used in this study.
Also, the architecture of YOLO for object detection, its prerequisites, along
with advantages and disadvantages, are discussed. These two architectures are
used to compare the performances of object detection.

3.1. The customized CNN architecture

The CNN architecture is proposed to identify guns and masks. The proposed
architecture consists of five convolutional layers, three maximum pooling layers,
four fully connected layers, and, finally, batch normalization applied after each
layer except the output layer. Thus, eight batch normalization layers are used.
Batch normalization is very essential for stabilizing the learning within each
unit of the deep learning network by standardizing the corresponding mean and
variance. Due to these layers, the performance of CNN will be optimized. Besides
these layers, dropout layers are also added to the proposed CNN architecture to
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prevent the overfitting of the model. Various parameters used for building the
proposed CNN architecture are presented in Table 1, and the architecture of
the proposed CNN model is presented with layerwise information in Fig. 1.

TABLE 1. The details of the parameters considered for the proposed CNN architecture.

Parameter Details
Optimizer function Stochastic Gradient Descent
Loss function Categorical Cross-Entropy
Learning rate 0.001
Dropout 0.3
The activation function in intermediatory layers | ReLu
The activation function in the final layers Sigmoid
a) b)
conv2d_1 (Conv2D) (None, 54, 54, 96) 34944 flatten_1 (Flatten) (None, 256) O
max_pooling2d_1 (MaxPooling2 (None, 27, 27, 96) 0 dense_1 (Dense) (None, 4096) 1052672
batch_normalization_1 (Batch (None, 27, 27, 96) 384 dropout_1 (Dropout) (None, 4096) 0
conv2d_2 (COHVZD) (None, 17,17, 256) 2973952 batch_normalization_6 (Batch (None, 4096) 16384

max_pooling2d_2 (MaxPooling2 (None, 8, 8, 256) 0 dense_2 (Dense) (None, 4096) 16781312

batch_normalization_2 (Batch (None, 8, 8, 256) 1024 dropouit 2 (Dropout) (None, 4096) 0

batch_normalization_7 (Batch (None, 4096) 16384
conv2d_3 (Conv2D) (None, 6, 6, 384) 885120

dense_3 (Dense) (None, 1000) 4097000
batch_normalization_3 (Batch (None, 6, 6, 384) 1536

dropout_3 (Dropout) (None, 1000) 0
conv2d_4 (Conv2D) (None, 4, 4, 384) 1327488

batch_normalization_8 (Batch (None, 1000) 4000
batch_normalization_4 (Batch (None, 4, 4, 384) 1536

dense_4 (Dense) (None, 38) 38038
conv2d_5 (Conv2D) (None, 2, 2, 256) 884992

max_pooling2d_3 (MaxPooling2 (None, 1, 1, 256) 0

batch_normalization_5 (Batch (None, 1, 1, 256) 1024

c)
Total params: 28,117,790 Trainable params: 28,096,654 Non-trainable params:
21,136
FiG. 1. Details of the proposed CNN architecture, a) the structure of convolutional layers,
b) the structure of fully connected layers, c) the parameter details of the proposed CNN
architecture.
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3.2. YOLO architecture

Object recognition is a field that has greatly benefited from the latest ad-
vancements in deep learning methodologies. Recently, scientists have developed
several methodologies, including YOLO, SSD, Mask RCNN, and RetinaNet, for
object recognition. These days, YOLO stands out from many other method-
ologies in the field of object detection in terms of performance. So, YOLO ar-
chitecture is considered a state-of-the-art (SOTA) architecture. Previously, fast
R-CNN was one of the SOTA architectures used for object recognition; yet, this
architecture has its drawbacks. To address them, the YOLO methodology was
proposed to resolve the issues encountered in the object recognition models that
detect different objects in the images or videos. Redmon et al. [25] in 2015 pro-
posed the YOLO architecture. It is an object identifier detecting an object using
characteristics learned by a deep CNN.

Object recognition is one of the conventional computer vision tasks in which
identifying what and where — especially the type of object and the location of
the object in the provided input image is conducted [26]. Object recognition is
more complicated than its categorization, which also recognizes objects yet does
not state the object’s location. Moreover, the categorization of pictures does not
work with more than one object [27]. YOLO is recognized for its great accuracy
and the ability to drive in real-time. In the YOLO methodology, detection of
the entire image is conducted in a single forward propagation throughout the
neural network. It splits the input image into grids and each grid cell predicts
the bounding boxes that highlight an object in an image following non maximal
suppression. YOLO forecasts multiple bounding boxes and class probabilities
for these boxes all at once using a single CNN. YOLO trains entire images and
enhances recognition performance immediately. This methodology has several
advantages over other techniques of object recognition. It is extremely fast. Dur-
ing training time and test time, this methodology examines the whole image.
Therefore, it automatically integrates class and image data. This approach pro-
vides whole detection of objects; thus, the method surpasses other recognition
methods when used for person detection in natural images and artwork.

YOLO differs from all previous approaches as it considers image recogni-
tion as a regression (object detection is framed as regression problem instead
of classification as in all prior work where object detection uses classifiers to
perform detection), and enables a single CNN to fulfill all of the aforementioned
objectives. Combining all individual tasks in one network offers the following
advantages:

Speed: This method is incredibly quick since it uses a unique CNN to identify
objects compared to its competitors. The convolution only happens once on the
whole input image to obtain the detections.
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Fewer background faults: This method performs across the entire image
instead of parts, and it encrypts background data based on the classes and their
images. The prediction of background regions as objects produces fewer faults
since such an approach examines the whole image and works globally.

Highly generalizable: This methodology learns generalized representations
of objects suitable for use and less likely to break down when used in new domains
and unexpected inputs [25].

YOLO’s present methodology is built and tested on PASCAL VOC recog-
nition datasets as a CNN. The proposed system data flow diagram is depicted
in Fig. 2. There are 24 layers of convolution, followed by 2 fully linked layers.
Based on their purpose, the layers are divided as follows:

e Initial 20 layers of convolution accompanied by an average pooling layer
and a fully linked layer is pre-trained on the popular dataset of Imagenet
with 1000 classes.

e Input image with resolution of 224 x 224 is used for pre-training for clas-
sification.

e The network is composed of 1 x 1 reduction layers and 3 x 3 convolutional
layers.

e The network is trained for object detection in the last four convolutional
layers accompanied by two fully linked layers.

e Object recognition needs additional granular information so that the data
set resolution is increased to 448 x 448.

e The last layer predicts class probability and bounding box coordinates.

Videos
collection
for dataset

Data
pre-processing

YOLO/CNN
model

Recording
the suspicious person

Mask, gun,
suspicious
person

F1G. 2. The proposed system flow diagram.
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e The last convolutional layer is activated via linear function, while the pre-
vious layers are activated via leaky ReLU function.

e The input image is of size 448 x 448, and the output is the object in the
bounding box.

All the elements detecting an object are united by a single neural network.
They anticipate every bounding box using characteristics from the whole picture.
Such a network concurrently forecasts every boundary box for an image in all
categories, as the image is only seen once. YOLO was learned to detect twenty
object categories. The image uploaded into the network is split into a grid of
size S x S. It is the responsibility of each grid cell to determine if the center of
a 20-categorical object is enclosed in it. If the object center is in the grid cell,
it says that the item will be enclosed by various bounding boxes of B. Every
grid cell is necessary to create confidence scores for every bounding box besides
creating various bounding boxes of B. Bound boxes are used to locate an object
that exists in an image or video. Note that only one object may be bounded
at a time in a box. The bounding box consists of four parameters: the center
coordinates x and y referring to the grid cell’s source, and the box’s height and
width. In general, the grid cell’s source is specified in the upper left corner. There
are five predictions for each bounding box: y = [p¢, bz, by, bp, bw),

Box with confidence score: p. = py x IOU. (1)

The confidence score of the bounding box indicates the model’s confidence,
and the accuracy of the bounding box it creates is in the object’s prediction.
(pe) is calculated by multiplying the probability (pg) in the box in which the ob-
ject is identified and the cross-section or IOU (intersection-over-union) between
the predicted box and the ground truth.

b, and b, indicate the center of the object coordinates, b, and b,, indicate
the bounding box’s height and width, respectively. In addition to the bounding
box, each grid cell carries a “C” class probability, that is, the conditions for the
object contained in the bounding box given as Pr(class|object).

A grid cell can yield probability in the “C” class, but only one set of class
probabilities per cell is predicted as the network is trained to recognize those
classes of “C”. The grid cell in YOLO can anticipate only one object such as
a cat, dog, automobile, etc. It cannot predict several things, for example, a grid
cell with cat and dog in it simultaneously. This is one of the main restrictions of
YOLO. It cannot locate and recognize more than one object per cell grid. The
output size produced by the grid of S x S is, therefore, S x S x (B x5+ C).

The loss function consists of multiple sums of squared errors. This function
is improved throughout training to enhance the network’s predictions. The sum
of squared error offers the advantage of using and optimizing different loss func-
tions more readily. It should be noted that these functions are generally selected
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or constructed to provide easy optimization. For instance, a cross-entropy loss
function is a smoother and convex negative logarithmic function. These two cha-
racteristics enable optimizing the learning time and outcomes simpler and faster.
The generalized YOLO architecture is presented in Fig. 3.

7®
7 12

NG ’%

448

112 56 X t3 ffl
28 14 %
|| 7
3 192 256 512 1024 1024 1024 4096 30
Conv. layer  Conv.layer  Conv. layer Conv. la
: . .layer Conv.layer (Conv.1 .
Cony. laye onv. lay o 1y on. Tay o 3():;(1;%':1‘ Conv. layer Conv. layer
Maxpool layer Maxpool layer ~ 3x3x256 3x3x512 §*4 3x3x1024 8% 33x1024
2x2-5-2 2x2-5-2 1x1x256 1x1x512 3x3x1024
3x3x512 3x3x1024 3x3x1024-s-2
Maxpool layer Maxpool layer
2x2-5-2 2x2-5-2

Fia. 3. The generalized YOLO architecture [25].

The above-mentioned formula has two aspects that are worth mentioning:

e Differential weights are used for confidence prediction of boxes that con-
tain objects and boxes that do not contain object during training. The
loss function only penalizes classification error in the boxes containing an
object. There are no penalties for boxes without an object. The conditional
likelihood of an object existing in a box, therefore, plays an essential role
in determining the binding factor for the loss function.

e The square root of the height and width of the predicted boxes is used to
detect large as well as tiny items. This demonstrates plainly that both are
treated without any distinction, which is not optimal in the loss function.

It should be noted however that the loss function only penalizes catego-

rization errors if the item is in the grid cell, and it only penalizes the binding
coordinate error if the prediction has the greatest IOU in that grid cell, i.e., the
ground truth label.

4. DATASET AND RESULTS DISCUSSION

This section mainly discusses the dataset, hardware, and software details
used to develop the proposed methodology. The results obtained through this
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methodology are presented, discussed and compared to the results obtained by
the customized neural network and the YOLO network.

4.1. Dataset description

The dataset used for the proposed methodology is collected from various
open sources as well as self-generated from [32-34]. The considered data have
a size of 1346 images related to the gun. Similarly, the data collected for masks is
collected from various open sources such as YouTube. The considered mask data
have a size of 1043 images. Sample images of these two datasets are presented
in Figs. 4 and 5.

Fia. 5. Samples of images from the mask dataset.

The proposed work is implemented on a high architecture system whose
operating system is Windows10, the processor is Intel® Core™ i7-9750H with
a base frequency 2.60 GHz and a max turbo frequency 4.50 GHz, and GPU was
NVIDIA GeForce RTX 2060 of 6 GB.

4.2. Results discussion

The proposed work can be categorized into two phases. The first phase deals
with detection of guns and the second deals with detection of masks. Both these
sections are implemented using a customized CNN and the YOLO network.
The identified gun and mask images are shown in Figs. 6 and 7, whereas the
suspicious person carrying a gun is identified and shown in Fig. 8. “M”, “NM”,
and “G” indicate “masked”, “not masked”, and “having hun”, respectively. The
results for guns and masks are presented in Tables 2 and 3, respectively.
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Fi1a. 7. The output image for detection of guns and masks.

BN/

Fi1a. 8. The output image for detection of a suspicious person.

TABLE 2. The performance metrics for detection of guns.

Performance metrics [%] | YOLO architecture | Customized CNN
Accuracy 100.0 61.54
Precision 100.0 57.00

Recall 100.0 28.57
F1l-score 100.0 44.44

TaABLE 3. The performance metrics for detection of masks.

Serial number Performance metrics Accuracy [%)]
1. YOLO architecture 100
2 Customized CNN 61.50
3. CNN-LSTM [23] 61.00
4 CNN [24] 97.54
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In the above results, one can understand that the customized CNN is not
even on-par comparison with the YOLO architecture. This indicates that the
YOLO architecture performs better than other customized CNN architectures.
The outcomes of this technique are shown and analyzed, and the results of the
designed neural network and the YOLO network are compared. This study may
be divided into two parts. The first part focuses on gun detection, while the
second part focuses on mask detection. Both of these parts use of a modified
CNN and the YOLO network. This due to two reasons: the initial weights are
not initialized randomly, and the second is its architecture, as this architecture
already includes a pre-training model on the Imagenet dataset [35].

5. CONCLUSION AND FUTURE SCOPE

A framework was proposed in this article as a part of digital image forensics.
The presented framework has two segments: detection of guns and detection of
masks using the YOLO architecture as well as the customized CNN architecture.
The latter is strongly surpassed by the YOLO architecture due to uninitiating
the weights randomly, and a pre-training section of its architecture. The YOLO
architecture aids the user in identifying various objects in the image, and in this
scenario, those are guns and masks. which is one more advantage to this architec-
ture. The proposed framework only dealt with images as input, and this can be
further extended by using videos as input. The performance of the YOLO archi-
tecture can also be improved by using a larger dataset. A larger dataset can be
developed by rigorous collection from various sources, and if not, soft computing
techniques become handy in improving the size of the dataset. The study can
be further extended in the future. The proposed models can be implemented on
other datasets such as banking and financial frauds, smart healthcare imaging
systems for anomaly detection in various diseases and tumors, image processing
systems, digital media, etc.
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