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With ever-increasing demand, social media platforms are rapidly developing to enable
users to express and share their opinions on a variety of topics. Twitter is one such so-
cial media site. This platform enables a comprehensive view of the social media target
setting, which may include products, social events, political scenarios, and administrative
resolutions. The accessible tweets expressing the target audience’s perspective are fre-
quently impacted by ambiguity caused by natural language processing (NLP) limitations.
By classifying tweets according to their sentiment polarity, we can determine whether they
express a good or negative point of view, a neutral opinion, or an input tweet that is irrele-
vant to the sentiment polarity context. Categorizing tweets according to their sentiment
can assist future activities within the target domain in constructively evaluating the sen-
timent polarity and enabling improved decision-making based on the observed sentiment
polarity. In this study, tweets that were previously categorized with one of the sentiment
polarities were used to conduct predictive analytics of the new tweet to determine its
sentiment polarity. The ambiguity of the tweets corpus utilized in the training phase is
a critical limitation of the sentiment categorization procedure. While several recent mo-
dels proposed sentiment classification algorithms, they confined themselves to two labels:
positive and negative opinion, oblivious to the plague of ambiguity in the training corpus.
In this regard, a novel multi-label classification of sentiment polarity called handling di-
mensionality of ambiguity using ensemble classification (HAD-EC) method, which diffuses
ambiguity and thus minimizes false alerts, is proposed. The experimental assessment vali-
dates the HAD-EC approach by comparing the suggested model’s performance to other
two existing models.

Keywords: sentiment analysis, ambiguity, fuzzy c-means, NLP, sentiment polarity, Twit-
ter sentiment.
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1. Introduction

Natural language processing (NLP) is a crucial area in data science because
it allows computers to understand human language [1]. One is able to do this
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by using NLP evolved from computational linguistics. Computational linguistics
is the name given to the cutting-edge study of linguistics that uses data science
technologies [2]. To fully comprehend natural language, one must be well-versed
in semantics, syntax, and a host of other disciplines.

We live in the era of high-speed networks such as 5G and big data, and
as a result, we are constantly bombarded with data such as e-mails, SMS, on-
line pages, and transactions. To find the valuable information hidden in this
data, it must be evaluated. In this project, we focus on the brief text. Tweets,
microblogs, and web searches are all examples of short texts. There are fewer
statistics in such brief pieces of writing, making them more difficult to work
with. Thus, being able to comprehend brief content can enhance our overall
knowledge.

Sentiment analysis [3] is an important area in NLP since it analyzes and
summarizes user opinions based on the collected data. Opinion mining, another
term for sentiment analysis, is a newer study area.

Sentiment analysis and NLP are key components of the proposed system.
If one has a problem with the system, one can enter it in the natural language and
receive a timely answer in the same language it was entered. The sentiment ana-
lysis also calculates the strength of the user’s complaint, which aids in allocating
the correct priority among the users.

Recently, sentiment analysis has received a lot of interest in the NLP field.
NLP can be used in a wide range of research areas since it can be used to mine
people’s thoughts and feelings. This topic has previously been tackled in three
ways: opinion mining, phrase sentiment classifying, and word polarity prediction.
Document and phrase sentiment analysis both rely largely on word-level systems
for analysis.

Identifying the polarity of words is a common research topic [3–6], with most
work focusing on isolating words or word senses from their context and assign-
ing a prior polarity to them. However, the polarity of some words fluctuates
significantly depending on the context, making it difficult to categorize them.
In today’s world, word disambiguation tasks take into account reducing noun
sentiment classification. According to previous research, nouns can be classified
as having a positive or negative sentiment polarity. By contrast, few other con-
temporary models [6–10] identify the sentiment polarity by associating nouns
and adjectives. However, these approaches are infeasible to handle the curse
of ambiguity in the training corpus, which leads to intolerable false alarm rate
and minimal sensitivity and specificity. In addition, these contemporary con-
tributions require highly accurate data sets for training, which is reasonably
impossible to obtain. Moreover, word-based polarity assessment is not signifi-
cant against a large volume of the training corpus, which often reflects the curse
of ambiguity.
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1.1. Problem statement

While social media networks such as Twitter allow users to express their views
on a wide range of topics, they are particularly useful for reaching a broad audi-
ence in areas such as marketing and public policy. It is possible to determine the
target audience’s viewpoint using data science and data mining strategies such as
sentiment analysis. Because of the uncertainty in target evaluations projected on
social media platforms such as tweets on the Twitter network, sentiment polarity
prediction or classification frequently fails with high false alert levels. Therefore,
computer-aided sentiment prediction methods may lose their value as a contri-
bution tool in this situation. Sentiment analysis’s contributions from modern
research show that ambiguity detection in input tweets is a critical problem of
sentiment analysis.

1.2. Objective

A novel multi-label classification model is presented to predict the ambiguity
in the tweets with diversified labels reflecting the respective sentiment polarity
of the given training corpus.

2. Related work

Single-text interpretation faces many obstacles, including short text that is
ambiguous and noisy, lack of statistical support for text mining approaches, and
brief text message not always following written language grammar. Hua et al. [11]
proposed an approach to short text interpretation incorporating semantic infor-
mation from well-known database such as Probase. Their study involved online
and offline parts. In the offline part, the authors built a language directory and
collected data from a web archive and a central repository. Next, the seman-
tic coherence between phrases to be used for online short text understanding
was pre-calculated. In the online part, language segment, type categorization,
and concept labeling were all used to generate the accurate interpretation of the
short text.

Using a method developed by Lee et al. [12], the attribute may be extracted
and then scored. Understanding the concept requires being able to identify key
features. Concepts, entities, instances, characteristics, and relations make up the
knowledge base. To extract qualities from various sources of data, the authors
used the Probes knowledge base and combined concept-based and instance-based
techniques.

NLP relies heavily on sentiment analysis. Text categorizing algorithms are
used to analyze opinions and perspectives expressed in a text to conclude whether
they are positive opinion, negative opinion, or neutral, which is known as the



10 S.S. Sonawane, S.R. Kolhe

process of sentiment analysis (SA). In SA, each sentence is given a positive
or negative polarity to determine the emotion expressed. Assigning polarity to
the entire document (positive, negative, or neutral) is how SA is performed at the
document level. At the aspect level, SA does a more in-depth analysis of the text,
retrieving specific attributes and classifying viewpoints as positive or negative
based on directly focusing on the opinions [13, 14].

The survey conducted in [13] examined the various sentiment analysis ap-
proaches, including linguistic, machine learning, and n-gram methodology. These
techniques utilize a vocabulary that includes words representing both positive
opinions and negative opinions, and matches it to the input text. There is no need
for training data for this strategy, but it can be difficult to create a vocabulary
that is unique and can be applied in many situations.

The disadvantage of machine learning technique is the difficulty in obtaining
labeled data, which can be fairly costly [15–19] when training and developing
new tasks.

The n-gram methods search for the text document’s sequence for the n con-
secutive words. The value of n as 1 in n-gram denotes a unigram. Similarly the n
value 2 and 3 denotes the n-grams as bigrams and trigrams, respectively. The
n value 4 and above denotes n-grams by default [16]. The lexicon-based approach
for sentiment classification [20] provides a way to use the Twitter API to analyze
the sentiment of users. Laughing aloud is used in place of well-known acronym
of LOL. Also, emojis are employed in order to determine the tweet’s emotional
content. Documents, aspects, and entities are all subjected to sentiment analy-
sis. Machine learning for sentiment analysis in [15] develops a sentiment analysis
technique handling anaphora dilemmas and using features to train the SVM
classifier.

The other recent model-scale to estimate the aspects oriented sentiment po-
larity (SEAOSP) which is Sonawane and Kolhe [21] earlier contribution, success-
fully estimated the sentiment polarity by the correlation of the arguments and
activities and their association with sentiment lexicons. Here, the arguments are
considered as aspects and then these aspects’ sentiment polarity are estimated,
which is represented by the association of activities (adjectives) and sentiment
lexicons. The experiments performed on standard datasets of tweets concluded
that the SEAOSP outperformed the other contemporary models. However, the
performance of SEAOSP was evaluated on standard datasets, which have high
sensitivity and specificity and, collected tweets do not reflect ambiguity, which
is a crucial constraint of the sentiment polarity assessment. Most of the contem-
porary models have not considered ambiguity as a critical constraint.

The other current model called ambiguity in sentiment classification (ABSC)
aims to achieve minimal false alarming [22]. This ABSC approach uses depen-
dency features to estimate sentiment polarity. However, extracting appropriate
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dependency features again has dimensionality constraint and needs a corpus with
reasonable sensitivity and specificity to classify.

3. Methods and materials

This section describes the methods and materials used to handle the dimen-
sionality of ambiguity by using ensemble classification from Twitter trends to
detect multi-label sentiment polarity, as outlined in this article.

3.1. Model narrative

The initial phase performs data processing [3] to find a bag of words from
each tweet of the given twitter corpus and further discovers the aspects to dif-
ferentiate the words producing ambiguity. Afterward, the model discovers fuzzy
clusters of the processed tweets using the fuzzy c-means algorithm, which con-
duct clustering by aspects as centroids discovered in the previous phase. Each
resultant cluster includes a set of tweets that are the processed tweets with no
ambiguity. Further, an ensemble classification to detect their sentiment polarity
as positive, negative, neutral, or not-relevant is performed.

3.2. Preprocessing

Records with no label should be removed from the tweet corpus T . Pre-
processing divides each record {r ∃ r ∈ T} into sentences, with each sentence
containing the label “global polarity” from the original record. As a result of
the corpus T , a list S of sentences is created. Next, each sentence {s ∃ s ∈ S}
of the tweet {r ∃ r ∈ T}, the preprocessing phase divides each tweet sentence
{s∃ s ∈ S} into a vector of tokens vts, each representing a word from the origi-
nal sentence. Next, the tokens that indicate stop words from each vector are
removed, and then the “ing” and “ed” forms of the remaining word tokens are re-
moved. Each sentence {s ∃ s ∈ S} token vector vts is assigned to a set VT, and
each element in the set represents a sentence {s∃ s ∈ S} token vector vts.

3.3. The data structure

The tweets are presented as records of the given corpus cT = {t1, t2, ..., ti,
ti+1, ..., t|cT |−1, t|cT |}. After data processing, the resultant corpus cP represents
a set of records cP =

{
bw1, bw2, ..., bwi, bwi+1, ..., bw|cP |−1, bw|cP |

}
, which retains

their sentiment polarity label given in the source corpus of tweets cT, such that
each record {bwi ∃ bwi ∈ cP ∧ 1 ≤ i ≤ |cP |} represents the bag of words that are
tokened from the record {ti ∃ ti ∈ cT ∧ 1 ≤ i ≤ |cT | ∧ |cT | ≡ |cP |}.
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3.4. Aspects discovery

The resultant corpus cP is used as input in next phase that discovers as-
pects as a set cA =

{
ai, a2, a3, ..., a|cA|

}
, which are the unique arguments dis-

covered from each record {bwi ∃ bwi ∈ cP ∧ 1 ≤ i ≤ |cP |} of the bag of words of
the set cP.

3.5. Ambiguity identification

The clustering technique adopted to remove the ambiguity of the given input
tweets is fuzzy c-means [23]. The input tweets {ti ∃ ti ∈ cT ∧ 1 ≤ i ≤ |cT |} are
processed and represented as the set cP of records {bwi ∃ bwi ∈ cP∧1 ≤ i ≤ |cP |}
representing the corpus of the bag of words of corresponding tweets |cT | with
their respective sentiment polarity.

The input data {bwi ∃ bwi ∈ cP ∧ 1 ≤ i ≤ |cP |} is divided into clusters by
the fuzzy c-means method, with every cluster retaining a group of records with
a substantial link.

Clustering is conducted by aspects as cluster centers (centroids), allowing
each tweet into one or more clusters. The tweets are placed in a cluster by the
distance between those tweets and the centroid of the respective cluster. A new
centroid of each resulting cluster is found using Eqs. (1) and (2) and the process
is repeated until the cluster centers do not change:

|Ca|
∀
j=1

µij = 1

/ |cP |∑
k=1


∣∣∣c ja ∩ bwik∣∣∣∣∣∣c ja ∣∣∣

(2/fi−1), (1)

|Ca|
∀
j=1

c ja =


|cP |∑
i=1

(µij)
fi ∗ |bwi|

/|cP |∑
i=1

(µij)
fi


 . (2)

The notation |cP | indicates the number of records representing a bag of words.
The notation caj is the bag of words with less distance from the j-th cluster, and
the index fuzziness is denoted by fi ∈ [1, ∞]. The set Ca =

{
c1a, c

2
a, ..., c

|Ca|
a

}
represents the centroids. The notation µij denotes the distance between the
j-th cluster’s centroid c ja and the bag of words {bwi ∃ bwi ∈ cP ∧ 1 ≤ i ≤ |cP |}
representing the i-th record. The objective function J of the clustering technique
follows Eq. (3):

J (U, V ) =

|cP |∑
i=1

|cA|∑
j=1

(µij)
fi

∥∥∥∥∥∥
∣∣∣c ja ∩ bwi∣∣∣∣∣∣c ja ∣∣∣

∥∥∥∥∥∥
2

∃ i ≤ |cP | ∧ j ≤ |cA|

. (3)
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|c ja∩bwik|
|c ja | // is the Euclidean distance of the j-th cluster’s centroid c ja as well as

the i-th record of the bag of words {bwi ∃ bwi ∈ cP ∧ 1 ≤ i ≤ |cP |}.
The flow of the clustering process is as follows:

The set cP =
{
bw1, bw2, ..., bwi, bwi+1, ..., bw|cP |−1, bw|cP |

}
represents a set of re-

cords such that each record {bwi ∃ bwi ∈ cP ∧ 1 ≤ i ≤ |cP |} represents the bag
of words, whereas the notation Ca =

{
c1a, c

2
a, c

3
a, ..., c

|Ca|
a

}
// indicates a set of

centroids.
1) The cluster’s centroid c ja of the j-th cluster is selected randomly.
2) The fuzzy membership µij is computed by Eq. (4):

µij = 1/

|cP |∑
k=1


∣∣∣c ja ∩ bwik∣∣∣∣∣∣c ja ∣∣∣

(2/fi−1)

. (4)

3) Equation (5) allows to select the centroid:

c ja =


|cP |∑
i=1

(µij)
fi ∗ |bwi|

/|cP |∑
i=1

(µij)
fi

. (5)

4) Fuzzy membership is computed using Eq. (4), and centroid is found us-
ing Eq. (5) until β ≥ ‖U (k)− U (k + 1)‖, where k and β are the index
of the current iteration and termination criteria, respectively. The expres-
sion U = |Ca| ∗ (|cP | ∗ (µij)) indicates a two-dimensional vector of fuzzy
membership.

Let the set fC =
{
fc1, fc2, ..., fc|fC|

}
denote the set of resultant clusters.

3.6. The classification model

3.6.1. The fitness function of the training phase. This section explains the
process of estimating confidence coefficients of aspects and lexicons toward pos-
itive and negative labels of each cluster {fci ∃ fci ∈ fC ∧ 1 ≤ i ≤ |fC|} disco-
vered using the fuzzy c-means method, which has been explained in the earlier
section. Model of the estimating confidence coefficients of aspects and lexicons
toward positive and negative labels is as follows:

|fC|
∀
j=1
{fcj ∃ fcj ∈ fC ∧ j ≤ |fC|} Begin // for each cluster

{fci ∃ fci ∈ fC ∧ 1 ≤ i ≤ |fC|} .
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Aspect’s positive normalized confidence:

|fcj |
∀
i=1

{
bw+

i ∃ bw
+
i ∈ fcj ∧ i ≤ |fcj |

}
,

apnc(bw+
i ) = 1− 1∣∣(bw+

i ∩ cA
)∣∣ .

Aspect’s negative normalized confidence:

|fcj |
∀
i=1

{
bw−i ∃ bw

−
i ∈ fcj ∧ i ≤ |fcj |

}
,

annc(bw−i ) = 1− 1∣∣(bw−i ∩ cA)∣∣ .
Positive lexicon’s normalized confidence:

|fcj |
∀
i=1

{
bw+

i ∃ bw
+
i ∈ fcj ∧ i ≤ |fcj |

}
,

plnc(bw+
i ) = 1− 1∣∣(bw+

i ∩ Lx+
)∣∣ .

Negative lexicon’s normalized confidence:

|fcj |
∀
i=1

{
bw−i ∃ bw

−
i ∈ fcj ∧ i ≤ |fcj |

}
,

nlnc(bw−i ) = 1− 1∣∣(bw−i ∩ Lx−)∣∣ .
Aspect’s positive confidence coefficient:

〈apnc〉 =

|fcj |∑
i=1

apnc
(
bw+

i

)
∣∣∣fc+j ∣∣∣ ,

apccj = 〈apnc〉 −


|fcj |∑
i=1

{∥∥〈apnc〉 − apnc (bw+
i

)∥∥ ∃ bw+ ∈ fcj
}

∣∣∣fc+j ∣∣∣
.

Aspect’s negative confidence coefficient:

〈annc〉 =

|fcj |∑
i=1

{
annc

(
bw−i

)
∃ bw−i ∈ fcj

}
∣∣∣fc−j ∣∣∣ ,



Handling dimensionality of ambiguity. . . 15

anccj = 〈annc〉 −


|fcj |∑
i=1

{∥∥〈annc〉 − annc (bw−i )∥∥ ∃ bw−i ∈ fcj}∣∣∣fc−j ∣∣∣
.

Lexicon’s positive confidence coefficient:

〈plnc〉 =

|fcj |∑
i=1

{
plnc(bw+

i ) ∃ bw+
i ∈ fcj

}
|fcj |

,

plccj = 〈plnc〉 −


|fcj |∑
i=1

{∥∥〈plnc〉 − plnc (bw+
i

)∥∥ ∃ bw+
i ∈ fcj

}
|fcj |

.
Lexicon’s negative confidence coefficient:

〈nlnc〉 =

|fcj |∑
i=1

{
nlnc(bw−i ) ∃ bw−i ∈ fcj

}
|fcj |

,

nlccj = 〈nlnc〉 −


|fcj |∑
i=1

{∥∥〈nlnc〉 − nlnc (bw−i )∥∥ ∃ bw−i ∈ fcj}
|fcj |

.

3.6.2. Prediction phase. For each given unlabeled tweet t, the label predic-
tion process shall perform as follows.

Apply tweet processing on a given tweet as described in Subsec. 3.1, which
results in the bag of words bw. Further, extract all arguments existing in the bag
of words bw as aspects aT. Afterward, find all lexicons existing in a given tweet
as tL. Next, discover aspect and lexicon confidence of the given tweet toward all
clusters fC =

{
fc1, fc2, ..., fc|fC|

}
as follows:

|fC|
∀
j=1
{fcj ∃ fcj ∈ fC ∧ j ≤ |fC|} Begin // for each cluster

{fci ∃ fci ∈ fC ∧ 1 ≤ i ≤ |fC|} ,
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|fcj |
∀
i=1

{
ua+j (t)←

(
ua+j (t) ∩

(
tA ∩ bw+

i

))
∃ bw+

i ∈ fcj
}
// finding all unique

positive aspects ua+j of the tweet t in the j-th cluster fcj ,

apncj(t)=1− 1∣∣∣ua+j (t)
∣∣∣ // finding the aspect’s positive normalized confiden-

ce apncj(t) of the given tweet t in the j-th cluster fcj ,

|fcj |
∀
i=1

{
ua−j (t)←

(
ua−j (t) ∩

(
tA ∩ bw−i

))
∃ bw−i ∈ fcj

}
// finding all unique

negative aspects ua−j of the tweet t in the j-th cluster fcj ,

anncj(t) = 1− 1∣∣∣ua−j (t)
∣∣∣ // finding the aspect’s negative normalized confi-

dence anncj(t) of the given tweet t in the j-th cluster fcj ,

|fcj |
∀
i=1

{
ul+j (t)←

(
ul+j (t) ∩

(
tL ∩ bw+

i

))
∃ bw+

i ∈ fcj
}

// finding all unique

positive lexicons ul+j of the tweet t in the j-th cluster fcj ,

plncj(t) = 1− 1∣∣∣ul+j (t)
∣∣∣ // finding the positive lexicon’s normalized confi-

dence plncj(t) of the given tweet t in the j-th cluster fcj ,

|fcj |
∀
i=1

{
ul−j (t)←

(
ul−j (t) ∩

(
tL ∩ bw−i

))
∃ bw−i ∈ fcj

}
// finding all unique

negative lexicons ul−j of the tweet t in the j-th cluster fcj ,

nlncj(t) = 1− 1∣∣∣ul−j (t)
∣∣∣ // finding the negative lexicon’s normalized confi-

dence nlncj(t) of the given tweet tin the j-th cluster fcj .

End
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//Estimating the normalized weights of the aspects and lexicons of both
positive and negative labels//

|fC|
∀
j=1
{fcj ∃ fcj ∈ fC ∧ j ≤ |fC|} Begin // for each cluster

{fci ∃ fci ∈ fC ∧ 1 ≤ i ≤ |fC|} ,

paj(t)=

{
1 ∃ apncj(t) > apccj
0

}
// finding the positive aspects state paj(t),

which is 0 or 1 of the j-th cluster fcj , such that the positive aspect’s state
paj(t) of the given tweet t is 1 if the aspect’s positive normalized confidence
apnc(t) of the given tweet t is greater than the aspect’s positive confiden-
ce coefficient apccj of the j-th cluster fcj ; otherwise the positive aspects
state paj(t) of the given tweet t is 0,

naj(t) =

{
1 ∃ anncj(t) > anccj
0

}
// finding the negative aspects state

naj(t), which is 0 or 1 of the j-th cluster fcj , such that the negative
aspect’s state naj(t) of the given tweet t is 1 if the aspect’s negative nor-
malized confidence annc(t) of the given tweet t is greater than the as-
pect’s negative confidence coefficient anccj of the j-th cluster fcj ; other-
wise the negative aspects state naj(t) of the given tweett is 0,

plj(t) =

{
1∃ plncj(t) > plccj
0

}
// finding the positive lexicons state plj(t),

which is 0 or 1 of the j-th cluster fcj , such that the positive lexicon’s state
plj(t) of the given tweet t is 1 if the positive lexicon’s normalized confidence
plnc(t) of the given tweet t is greater than the positive lexicon’s confiden-
ce coefficient plccj of the j-th cluster fcj ; otherwise the positive lexicons
state plj(t) of the given tweet t is 0,

nlj(t) =

{
1 ∃nlncj(t) > nlccj
0

}
// finding the negative lexicons state nlj(t),

which is 0 or 1 of the j-th cluster fcj , such that the negative lexicon’s state
naj(t) of the given tweet t is 1 if the negative lexicon’s normalized confi-
dence nlnc(t) of the given tweet t is greater than the negative lexicon’s
confidence coefficient nlccj of the j-th cluster fcj ; otherwise the negative
lexicon state nlj(t) of the given tweet t is 0,

End
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//Counting the number of clusters with a positive and negative state of aspects
and labels of the given tweet tin the normalized format//

ca+ve(t) = 1 − 1
|fC|∑
j=1
{paj(t)}

// the aggregate of clusters ca+ve with a positive

state of the aspects as one in normal form,

ca−ve(t) = 1− 1
|fC|∑
j=1
{naj(t)}

// the aggregate of clusters ca−ve with a negative

state of the aspects as one in normal form,

cl+ve(t) = 1 − 1
|fC|∑
j=1
{plj(t)}

// the aggregate of clusters cl+ve with a positive

state of the lexicons as one in normal form,

cl−ve(t) = 1 − 1
|fC|∑
j=1
{nlj(t)}

// the aggregate of clusters cl−ve with a negative

state of the lexicons as one in normal form,

w+ve(t) = 1 −
(
ca+ve(t)× cl+ve(t)

)
// finding the positive weight w+ve(t)

of the given tweet t, which is the normalized product of the aggregate of
clusters ca+ve with a positive state of the aspects and the aggregate of clus-
ters cl+ve with a positive state of the lexicons of the given tweet t,

w−ve(t) = 1 −
(
ca−ve(t)× cl−ve(t)

)
// finding the negative weight w−ve(t)

of the given tweet t, which is the normalized product of the aggregate of
clusters ca−ve with a negative state of the aspects and the aggregate of clus-
ters cl−ve with a negative state of the lexicons of the given tweet t.

//Label Assessment//

〈pτ〉 =



1−

(
|fC|∑
j=1
{apccj}

)−1+

1−

(
|fC|∑
j=1
{anccj}

)−1+

(
1−

(
|fC|∑
j=1
{plccj}

))
+

1−

(
|fC|∑
j=1
{nlccj}

)−1


×
(

2

(
log4

log2

))−1
// finding the mean of the aggregate of all confidence

coefficients of both aspects and labels of all the clusters,
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σ=





∥∥∥∥∥∥∥〈pτ〉−
1− 1

|fC|∑
j=1
{apccj}


∥∥∥∥∥∥∥+

∥∥∥∥∥∥∥〈pτ〉−
1− 1

|fC|∑
j=1
{anccj}


∥∥∥∥∥∥∥+

∥∥∥∥∥∥∥〈pτ〉−
1− 1

|fC|∑
j=1
{plccj}


∥∥∥∥∥∥∥+

∥∥∥∥∥∥∥〈pτ〉−
1− 1

|fC|∑
j=1
{nlccj}


∥∥∥∥∥∥∥


×
(

2
(
log4

log2

))−1

//

finding the deviation of all confidence coefficients of both aspects and labels
of all the clusters,

pτ = 〈pτ〉+σ // finding the label probability threshold pτ , which is the sum
of the mean value 〈pτ〉 and the deviation,

lbl(t) = positive ∃(
ca+ve(t)− ca−ve(t)

)
> pτ∧(

cl+ve(t)− cl−ve(t)
)
> pτ∧

(w+ve(t)− w−(t)) > pτ∧(
cl+ve(t)− cl−ve(t)

)
> pτ


//

verifying whether the label scope lbl(t)
is positive or not,


lbl(t) = negative∃(
ca−ve(t)− ca+ve(t)

)
> pτ∧(

cl−ve(t)− cl+ve(t)
)
> pτ∧

(w−ve(t)− w+(t)) > pτ

 //
verifying whether the label scope lbl(t)
is negative or not,


lbl(t) = neutral ∃(
cl+ve(t)− cl−ve(t)

)
< pτ∧(

cl−ve(t)− cl+ve(t)
)
< pτ

 //
verifying whether the label scope lbl(t)
is neutral or not,


lbl(t) = not− relevant ∃(
ca+ve(t)− ca−ve(t)

)
< pτ∧(

ca−ve(t)− ca+ve(t)
)
< pτ

 //
verifying if the label scope lbl(t) is not-
relevant or not.

4. Experimental study

The Apple Twitter sentiment data corpus [24] is used, which is the collection
of tweets reflecting curse of ambiguity and consisting of 3887 tweets reflect-
ing sentiment polarity labels: neutral, not-relevant, positive, and negative. The
statistics of the data are presented in Table 1.
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Table 1. Data statistics used for training and testing.

Label Total Train Test
Negative 1458 1094 364
Neutral 1009 757 252
Positive 822 617 205
Not-relevant 598 449 149
Total 3887 2917 970

The performance of the proposed HAD-EC model and two other existing
models of SEAOSP [21] and ABSC [22] is examined in the experimental in-
vestigation using the metrics of precision, sensitivity, specificity, F-measure, and
accuracy over multi-label four-fold cross-validation. A further comparison is con-
ducted between the proposed model and the current models.

4.1. Four-fold cross-validation

Figure 1 demonstrates precision represented by y-coordinates and four folds
represented by x-coordinates, each with a different label such as positive, nega-
tive, neutral, or not-relevant. These labels are compared between the proposed
HAD-EC model and the ABSC and SEAOSP models.
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Fig. 1. Graphical depiction of precision across the four- fold comparison of the proposed
HAD-EC model HAD-EC with current ABSC and SEAOSP models.

Sensitivity is also known as recall (ratio of true positives to total positives).
This recall criterion measures the performance of the proposed HAD-EC and
ABSC and SEAOSP models in the four-fold comparison, as shown in Fig. 2.
Three models are compared in the graphs with four labels: positive, negative,
neutral, and not-relevant.
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Fig. 2. Graphical depiction of sensitivity across the four-fold comparison
of the proposed HAD-EC system with ABSC and SEAOSP models.

Specificity is another key element identified for performance assessment
throughout the fourfold comparison of the three models evaluated in the inves-
tigation. Technically known as TNR true-negative rate (TNR), it is the ratio of
TNs, where the total of FPs and TNs is evaluated as essential to the process.
In terms of assessing the performance of the HAD-EC model and ABSC and
SEAOSP models, the model performance as represented in Fig. 3 relates to how
various models fared in the experimental investigation. Based on the inputs eval-
uated, it is clear that the solution provided in this paper, known as HAD-EC,
performed well in contrast to the other two models.
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Fig. 3. Model performance for TNR specificity across diversity threshold values.
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Figure 4 depicts a graph with an F-score represented by y-coordinates and
four folds by x-coordinates, each with a different label such as positive, nega-
tive, neutral, or not-relevant. These labels are compared between the proposed
HAD-EC model and ABSC and SEAOSP models.
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Fig. 4. Graphical depiction of the F-score four-fold comparison between the proposed HAD-EC
model and ABSC and SEAOSP models.

The prediction accuracy measures the performance of the proposed HAD-EC
model and ABSC and SEAOSP models using the four-fold comparison, as shown
in Fig. 5. Three models are compared in the graph with four labels: positive,
negative, neutral, and not-relevant.
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Fig. 5. Graphical depiction of accuracy in the four-fold comparison between
the proposed HAD-EC model and ABSC and SEAOSP models.
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Figure 6 depicts a graph plotting micro values of various metrics such as
precision, sensitivity, specificity, F-score, and decision accuracy across four-fold
comparison of the proposed HAD-EC model and ABSC and SEAOSP models.
According to the above data depicted in this graph, the performance of the
suggested model in all measures outperforms that of the other two models.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
re

ci
si

o
n

 

Se
n

si
ti

vi
ty

 re
ca

ll 

Sp
ec

if
ic

it
y

F-
sc

o
re

D
ec

is
io

n
 a

cc
u

ra
cy

 

P
re

ci
si

o
n

 

Se
n

si
ti

vi
ty

 re
ca

ll 

Sp
ec

if
ic

it
y

F-
sc

o
re

D
ec

is
io

n
 a

cc
u

ra
cy

 

P
re

ci
si

o
n

 

Se
n

si
ti

vi
ty

 re
ca

ll 

Sp
ec

if
ic

it
y

F-
sc

o
re

D
ec

is
io

n
 a

cc
u

ra
cy

 

P
re

ci
si

o
n

 

Se
n

si
ti

vi
ty

 re
ca

ll 

Sp
ec

if
ic

it
y

F-
sc

o
re

D
ec

is
io

n
 a

cc
u

ra
cy

Fold 1 Fold 2 Fold 3 Fold 4

M
ic

ro
 v

al
u

es

Fold ID
HAD-EC ABSC SEAOSP

Fig. 6. A graphical depiction of the four-fold comparison of all metrics for the proposed
HAD-EC system HAD-EC with ABSC and SEAOSP models.

5. Conclusion

To overcome the curse of ambiguity in a particular twitter corpus, it is fre-
quently critical to determine the sentiment orientation of intended target evalu-
ations or opinions. The purpose of this article was to describe how to overcome
the sentiment analysis’s curse of ambiguity. The objective of this contribution
was to conduct ensemble learning and sentiment polarity prediction on a given
corpus by using the fuzzy c-means method to split it into multiple fuzzy clus-
ters. The fuzzy c-means clustering and ensemble classification techniques were
used to perform sentiment polarity identification based on aspects. In contrast
to other current techniques, the suggested fuzzy clustering splits the provided
corpus into numerous groups, with each cluster containing one or more records.
When individuals employ ambiguous phrases, they frequently associate them
with a variety of possible meanings. As a result, clusters are defined by cen-
troids. In this study, an ensemble supervised learning model is presented to
determine the sentiment polarity of multiple labels classified as positive, nega-
tive, neutral, and not-relevant. The study examined a corpus of Apple tweets.
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The cross-validation metrics produced from the ABSC and SEAOSP models were
compared to those predicted by the HAD-EC model. According to the findings of
the performance metrics, the proposed model (precision 0.83, accuracy 0.85, sen-
sitivity 0.86, specificity 0.88, F-score 0.81) outperforms the existing ABSC model
(precision 0.73, accuracy 0.72, sensitivity 0.74, specificity 0.73, F-score 0.76),
and the SEAOSP model (precision 0.68, accuracy 0.65, sensitivity 0.64, speci-
ficity 0.66, F-score 0.62) in predicting the sentiment polarity in ambiguous social
media data. It is feasible that future research may use this technique to determine
the emotion of tweets using multi-dimensional components such as emoticons,
emojis, and other sentiment representations.
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