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Raw data processing is a key business operation. Business-specific rules determine how
the raw data should be transformed into business-required formats. When source data
continuously changes its formats and has keying errors and invalid data, then the effec-
tiveness of the data transformation is a big challenge. The conventional data extraction and
transformation technique produces a delay in handling such data because of continuous
fluctuations in data formats and requires continuous development of a business rule engine.
The best business rule engines require near real-time detection of business rule and data
transformation mechanisms utilizing machine learning classification models. Since data is
combined from numerous sources and older systems, it is challenging to categorize and
cluster the data and apply suitable business rules to turn raw data into the business-
required format. This paper proposes a methodology for designing ensemble machine
learning techniques and approaches for classifying and segmenting registered numbers
of registered title records to choose the most suitable business rule that can convert the
registered number into the format the business expects, allowing businesses to provide cus-
tomers with the most recent data in less time. This study evaluates the suggested model
by gathering sample data and analyzing classification machine learning (ML) models to
determine the relevant business rule. Experimentation employed Python, R, SQL stored
procedures, Impala scripts, and Datameer tools.
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1. Introduction

In today’s business world, the data keeps changing and it requires continuous
effort to identify and analyze the new patterns of the data received. The new pat-
terns always demand deep analysis, new business rules and logics to transform
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the raw data into business-required formats. Incorporating this requirement is
very time-consuming as it involves various phases such as analysis, identifying
business rule, developing the rule in extract transform tool (ETL) or any other
deployments, leading to delay in the availability of the data to the end user. In
this competitive environment, there is the need for the data to be available to the
user at the earliest. Also, if the new patterns are not identified at the beginning,
then there is a good chance that data get into database in incorrect formats,
which need to be corrected later. Hence, it is required to distinguish known pat-
terns, partially known patterns and unknown patterns at the beginning so that
the unknown or partially known patterns do not get updated in the database
with incorrect business rules and wrong formats. This challenge can be addressed
with data mining and deep learning techniques that give a capacity to automate
the various phases of handling the new patterns in the best-fitted manner. Al-
though there already exists some research done on real-time ETL processing,
there are still areas that need revisiting to make a sophisticated and robust sys-
tem. In the past, partial and minimal research was conducted on automating the
rule engine for data integration with minimum manual interference. Hence, real-
time data integration is still an open problem and has recently gained popularity.
Near real-time data integration and/or no manual intervention is required for
deriving the formatting rules. The business rules should be mapped and created
automatically by identifying the data anomalies and issues to handle the busi-
ness decisions effectively. Rule engine mining using deep learning is required to
identify the best-fit transformation rule for complex data. Also, machine learning
models will have to be used to identify the right data categories and outliers.
The rule engine should be able to collect the raw and formatted historical data
and frame a data mapping model by applying deep learning methodologies to
the obtained historical data.

Any system that leverages human capabilities of interaction, learning and
insight at a level of complexity that ultimately can override our own abilities
can be interpreted as artificial intelligence (AI). Machine learning (ML) can be
deciphered as a subset of AI that involves programming systems to perform
a specific task by learning without having to code every rule-based instruction.
Deep learning (DL) is a subset of ML where systems can learn hidden patterns
from the data, combine them together, and build much more effective and effi-
cient decision rules. DL is based on artificial neural networks (NNs). Utilizing
these maturing and advancing technologies in the area of data integration can
lead to building an automatic business rule engine that provides faster availabi-
lity of transformed data to the end-users and reduces human efforts. Based on
the complexity of the data patterns, either ML or DL can be chosen to identify
erroneous or eccentric data and classify the data into buckets of known, partially
known, or completely unknown patterns.
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Applying these technologies not only helps to spot incorrect data and out-
liers at the beginning but also helps in identifying the best-fit business rule to
be applied in order to automatically transform the data into the business re-
quired format. Also, the model can learn and correct itself each time it improves
the learning rate and counters the error rate. The title insurance companies
maintain the data of the county offices recorded information called document
registers. The registered number is the unique representation of the recording of
a registered document at registration/revenue/court offices. The registered doc-
uments are identified uniquely by a document number on them. Hence, it is one
of the very critical items to deal with for businesses maintaining similar infor-
mation. The documentation of this critical field is maintained differently based
on the regions and keeps changing constantly with time for various reasons.
Thus, the data handling of such constantly changing field has become a great
challenge and the need for automatic identification of relevant business rule
and transformation by data mining using machine learning has become pressing
priority.

2. Literature review

Contreras-Ochando et al. [1] have proposed ways to reduce the background
knowledge primitives by selecting either domain data or ordering the appropri-
ate primitives. Kratsch et al. [2] performed a comparison of DL and ML tech-
niques and found that DL methods were far better when compared with ML
methods. The key parameters such as accuracy, F-score, variant-to-instance ra-
tio and others were found to be better using DL methods when compared with
ML techniques. In the model proposed in this present work. some of these met-
rics categories were applied for the model’s performance evaluation. Guha and
Samanta [3] thoroughly analyzed the hybrid model for anomaly detection by
using multiple classes as positive classes for the title domain as there exists high
dimensionality in the text data. Sun et al. [4] proved that ML methods pose
challenges; therefore, optimization in every step is required while constructing
and applying such models. Nagar and Singh [5] provided a detailed review of
some of the ML algorithms and applications of those algorithms. Ndirangu et al.
[6] confirmed that ensemble and heterogeneous models provide optimal results
when performing classification of multi classes. A combination of random forest,
AdaBoost algorithm and others were used in their proposed ensemble method
and 10-fold stratified cross-validation was performed as well. Wahid et al. [7]
proposed a simple approach using entity embedding techniques for categorizing
multi-dimensional data. Makani and Reddy [8] summarized some of the salient
features and notable constraints for selecting the right approach, which were the
key inputs for improving the proposed model.
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3. Data preprocessing and transformation

To evaluate the proposed dynamic data transformation model, one of the cri-
tical fields of land registered documents, which is document number is selected.
This model is built by using historical data of the transformed information along
with the raw data source. Since each registered number is unique in nature and
cannot draw a common business rule by considering the registered number as is,
it is required to prepare the data to a standard format before the business rules
for data transformation are extracted. Processing and transformation to a stan-
dard format are done as per the business requirements. Firstly, the sample data
from the historical database is considered based on the associated columns on
which the business rule depends. Associated columns can be obtained by domain
knowledge or by deriving correlations between the columns and/or by applying
principal component analysis (PCA). For the title insurance domain, the regis-
tered numbers are very much associated with the region they are registered in,
and the year they are recorded. Hence, samples of registered numbers are drawn
based on the regions covering all the years from the historical data.

For example, records are selected from each of the region for one or two ran-
dom records per month. Preprocessing of the data plays a significant role as it
helps to normalize and brings the varied data into a standard format that can
help build a common business rule engine. During this step, the raw data, which
is the same format as it appears on the registered document image, is converted
to a pattern by replacing all the numbers, letters, and special characters with
a respective character. Minimum analysis on the raw data must be conducted
and basic knowledge of what the field constitutes and what kind of information
it contains must be obtained. For example, the registered number generally is
represented by a serial number and/or contains a date part based on the region
in which it is recorded. In few regions, some special characters and letters are also
included in the registered number. Based on the elements of the registered num-
ber contains, it is brought up to a standard format by replacing these elements
with a pattern.

In this case, it is assumed that a registered number can possibly have a date
part, a serial number part with/without leading zeroes, and an extension part
that is usually a letter and/or special character. To format data, many techniques
can be used to take the required features, programming features of Python/R for
handling the text, numbers, and regular expressions. The formatting can also be
done using structured queries using any of the database systems such as Oracle,
SQL, MariaDB, MongoDB and others.

For example, if the source registered number is 2019004569, it is assumed that
the year, in which the registered document is recorded is the first part; hence,
a pattern CCYY is chosen to replace the same and the rest is a serial number with
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leading zeroes. Leading zeroes are represented with the character “Z” and num-
bers are replaced with “N”. Hence, the source can be brought into a standardized
pattern as CCYYZZNNNN. Similarly, 116022807 to NNNNNNNNN, 20-PB5678
as YY-AANNNN and so on, as depicted in Table 1. The same patterning of the
target number is also done.

Table 1. Input registered document transferred to the pattern system.

Region Source_Pattern Source_Raw_Data
REG1 CCYYZZZNNNN 20190005678
CAP2 NN-NNNNNNN 66-9300949
BEVN CCYYZZNNNNN 20160056874
SHEL YY-ZZZNNNNA 17-0004567B
KWIT NNNNNNN-YY 8545912-19
BITS CCYYMMDD-NNN 20140301-569
REG8 NN-NNNN-NN 55-4510-85
NMPS NNNNNNNN-CCYY 84569920-2002

4. Data mapping model

A data mapping model can be used to map the obtained source and target
pattern with data transformation dictionary created using historical data. After
patterning both source and target, the most frequent source and target patterns
are chosen for each associated column to be part of the business rule engine
dictionary (BRED). A threshold value can be defined either by a fixed number
or based on the number of documents in that region to qualify those frequent
patterns having a bigger count the threshold value to be part of BRED. When
the new input registered numbers are received then, they are converted to the

Table 2. Input and output registered document transformed into the pattern system.

Region Source_Pattern Target_Pattern Source_Example Target_Example
REG1 CCYYZZZNNNN CCYY NNNN 20190005678 2019 5678
CAP2 NN-NNNNNNN NNNNNNNNN 66-9300949 669300949
BEVN CCYYZZNNNNN NNNNN 20160056874 56874
SHEL YY-ZZZNNNNA CCYY NNNNA 17-0004567B 2017 4567B
KWIT NNNNNNN-YY CCYYNNNNNNN 8545912-19 20198545912
BITS CCYYMMDD-NNN CCYYMM NNN 20140301-569 201403 569
REG8 NN-NNNN-NN NNNNN 55-4510-85 451085
NMPS NNNNNNNN-CCYY YYNNNNNNNN 84569920-2002 0284569920
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standard pattern. The data mapping is done using associated attributes and
source pattern against the BRED to obtain the respective target pattern. Source
raw data can then be formatted as target data using data indexing logic.

The data transformation steps are given below:
Step 1: Get the sample based on associated attributes from historical data.
Step 2: Standardize source and target element by replacing them with a pattern.
Step 3: Identify the most frequent patterns by grouping them on associated

columns and consider the patterns with the count having the least
threshold count to be part of BRED.

Step 4: New source data for which the target format should be identified and
formatted accordingly is brought to standardized format by patterning.

Step 5: Source data pattern along with associated attributes is mapped against
BRED to obtain target pattern.

Step 6: Data mapping to the index data model: index or position of each source
byte from which the target data is formatted is obtained in target format
from BRED.

Step 7: Apply automatic data transformation logic using the obtained index
data model.

5. Data conformance using AI and ML

Data conformance is an important aspect of various domains and title insur-
ance is no exception. Data conformance covers validity, accuracy, consistency,
integrity, timeliness, and completeness of the data. The clustering mechanism
in ML and the supporting techniques can be used to convert the manual data
collecting to automatic. Applying this beforehand helps in the identification
of outliers [9], completeness of the data and any irregularities before the data
integration or transformation is initiated against the data irregularities being
identified after the data advances to the system crossing all the stages in the
current traditional methods. This also helps in identifying if the data is labeled
or unlabeled or semi labeled based on which best suit classification model can
be applied to the respective grouped data.

With increasing data dimensionality and in composite population scenar-
ios, the complexity of detecting anomalies and error rate increases. Automated
data conformance is the least explored. So, in the proposed ensemble technique,
K-means clustering and deep embedded clustering mechanism are applied and
evaluated to address data conformance in this domain, which successfully iden-
tifies about 99% of the irregularities. Figure 1 depicts the K-means cluster plot
with three clusters, each in distinct color representing different recommended
pattern by the model and depicting an outlier too.
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Fig. 1. Three cluster K-means depicting outlier data.

6. Design methodology

Cross industry standard process for data mining (CRISP-DM) methodology,
depicted in Fig. 2, is applied and adopted for data collection, data profiling,
exploratory data analysis, data mining, model evaluation and deployment for the
proposed work. The evaluation approach and the metrics such as precision and
recall can be taken later for further conformance of the results. It is important to
formulate the right set of clusters by repeated assimilation of regressed data. The
method can be developed to particularize the algorithm for detecting a specific
anomaly from the given data set. Inductive learning methods can be applied
for setting up the rules for deductive data correction. Some of the ensemble
algorithms can be used further for evaluating the data quality and prediction
models. Compared to the other two methods of KDD and SEMMA, CRISP-DM
is more adaptable and can be applied to real-time systems in a phased manner.

Fig. 2. Crisp-DM methodology (Source: Kenneth Jensen/Wikimedia Commons).
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Figure 3 represents hybrid evaluation framework for effective business rules
identification and classification using ML techniques. In the first layer, data con-
formance using AI and ML algorithms is applied to identify the data validity,
outliers, missing information, and data completeness. Validated data is then clus-
tered using K-means or deep embedded clustering methods. Formed clusters can
be mapped to the existing data mapping model in order to identify if the cluster
is labeled or unlabeled data. Labeled data is then classified using a supervised
algorithm for which the source patterns are known and trained. For the partially
known or unknown labels, data can be classified using unsupervised classifica-
tion algorithms or DL NN algorithms. Some classification algorithms such as
KNN, naive Bayes, and decision tree are to be applied to classify the output
class label to which the formatted pattern can be closely fit. For the unknown
variables or features, considering the relative attributes such as region or regis-
tered document type and others, a NN model is built to classify the input to
output formatted pattern. Applying a NN-based reinforcement and rewarding
system to this model are necessary. The efficacy of the automatic classification
model is then calculated. The model is designed to be able to learn new patterns
when received and, to unlearn the incorrectly identified formatted patterns.

Fig. 3. Hybrid evaluation framework.

Figure 4 represents the NN-based business rule engine which can be used
for constructing the NN for unknown data and patterns. Two types of learning,
inductive and deductive, are considered when dealing with business rules. Data
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Fig. 4. NN-based business rule engine.

processing in batch and conventional ETL process would only be able to classify
known patterns effectively [10]. Any change in the expected pattern or unex-
pected patterns may enable a default logic that is not always optimal or may
require an altogether new business rule logic to be coded to be able to handle
such variations. In both cases, it causes latency and availability of the latest data
that may impact business greatly, especially companies in the banking sector,
insurance domain, etc. Businesses rely more on the latest information than the
older data. Thus, the need for real-time data transformation is inevitable to ad-
dress the challenges of data integration and changing data. With the real-time
processing concept, the system should handle the varied formats dynamically.
It should be able to map either existing business rule or build a new business
rule that can transform the data to the most desirable format. The possibility of
having data quality issues in the dynamic system is much higher. So, the need to
identify and derive a business rule in real-time for these systems is also greater.
Predicting and classifying dynamically the data transformation rules can help in
correctly identifying the best-fit business rule and format the new patterns into
the business required way without human intervention. In the absence of a dy-
namic rule engine, the system applies the existing or default rules coded when
a new pattern or partially known patterns are received and may not adhere
to the business requirements, which may require post-update corrections that
are again very time-consuming and require human efforts. Having said that, an
evaluation mechanism using various machine learning algorithms should also be
incorporated. Based on the complexity of the data, one can decide to apply the
right NN along with activation function for business rule classification.

This activation function is used to choose the effective and accurate business
rule for complex data with smaller error rate. The depending attributes on which
the format of the registered number is contingent, are collected and considered as
input to the NN. This includes the region, date in which the registered document
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is recorded, type of the registered document, last processed registered document,
etc. The registered number format usually depends on any or all of these.

7. Experimental evaluation

For the document type data where the source data format is the registered
number varying by the time, a stratified random sampling is best suited to cover
all the possible source and target formats. Hence, the data is first grouped by
regions that follow the same formats and then further subdivided into strata
by month and year and a random sampling mechanism is done to pull at least
five documents from each stratum in every region. As seen in Fig. 5, it is nec-
essary to format the source and target pattern in order to qualify the patterns
effectively. For pattern format, the registered documents have alphabet letters
and numeric values with special characters such as “–”, “/”, “.”, etc. As depicted
in the figure, the numeric values are converted to the letter “N”, all the letters are
converted to “A”, and the special characters are forwarded as is. This patterning
is applied to both source and target. Since there would be too many patterns to
consider only the most frequent patterns, a threshold number is fixed and in this
study it is 100. The source and target patterns are grouped by their pattern to
obtain a unique pattern per region and only unique patterns that qualify for the
minimum threshold value of 100, in this case, are considered. Most of the incor-
rect formats or very rare formats are eliminated from the final list of patterns.

Fig. 5. Formatted patterns.

As part of the experimental evaluation, many classification models were ex-
plored and applied to find the optimal clusters by using the qualified region
registered document patterns. The elbow curve, silhouette and gap statistics
methods were used to identify the optimal number of clusters. The confusion
matrix using a decision tree classifier on the training and test data is shown in
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Appendix A, which has detailed information on the results. The sampled pat-
terns and confusion matrix is shown in Appendix A. From the first set of results,
it is found that the decision tree method provides an accuracy of 93.93% for
training data and 94.63% for test data. Appendix B shows the results of the
application of random forest with grid search CV to both training and test data.

The random forest with grid search CV provides an improved accuracy of
94.80% and 94.18% for training and test data, respectively. The logistic regression
provides 84.38% accuracy for training data and 84.88% for test data, which
is shown in Appendix C. Naive Bayes method was not as appropriate as it
provided an accuracy of 65.37% for the training data and 66.69% for the test
data [11]. The confusion matrix for this evaluation is shown in Appendix D.
Apart from the decision tree, random forest, and naive Bayes, this work also
considered applying a support vector machine (SVM) to find its effectiveness
over the domain data. The results, shown in Appendix E, present the confusion
matrix and sampling of data. The SVM method only gave 82.71% accuracy for
the training data and 66.69% for the test data. The comparison of accuracy
using logistic regression, SVM, decision tree, random forest and naive Bayes by
applying different encoding mechanisms is depicted in Table 3.

Table 3. Comparison of accuracy for data transformation using various ML models.

ML model

One hot encoding Label encoding Binary encoding

Training
accuracy

[%]

Test
accuracy

[%]

Training
accuracy

[%]

Test
accuracy

[%]

Training
accuracy

[%]

Test
accuracy

[%]
Logistic regression 92 91 58 58 84.38 84.88
Support vector machine 92 92 57 57 82.71 66.69
Decision tree 93 92 95 90 93.93 94.65
Random forest 90 89 94 92 94.80 94.18
Naive Bayes 49 49 26 26 65.37 66.69

8. Conclusion and future directions

This paper presented the introduction and all the required research context
for the purpose of designing the ensemble methodology for supporting the clas-
sification of business rules for title registered documents. The proposed model
of building a dynamic business rule engine and the suggested methodology can
be applied further and evaluated for registered documents from various regions.
Also, in this paper, various classification models were used to properly segment
and classify the output data correctly by using the statistical parameters such as
precision, accuracy, and F-score. Among various classification models, decision
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tree and random forest with grid search CV outperformed logistic regression,
naive Bayes and SVM with grid search CV. This work illustrated the benefit of
applying the hybrid ensemble technique, and found that for the complex text-
based title registered documents random forest and decision tree methods pro-
vided optimal performance based on the metrics considered for the evaluation.
Application of activation functions and NN-based data engine can be used for
both data preprocessing and mapping, which can be further evaluated to find
better performance. This work can also be customized for the source and target
patterns through some APIs for clustering similar documents to title industry
documents. Apart from increasing the volume of input data, varying training
and test data distribution percentages can also be considered for validating the
consistency of the proposed methodology.
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Appendix B. Confusion matrix using random forest with grid
search CV
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Appendix C. Confusion matrix using logistic regression with
grid search CV
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Appendix D. Confusion matrix using naive Bayes on training
and test data
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Appendix E. Confusion matrix using SVM with grid search
CV on training and test data
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