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Skin disorders, a prevalent cause of illnesses, may be identified by studying their phys-
ical structure and history of the condition. Currently, skin diseases are diagnosed using
invasive procedures such as clinical examination and histology. The examinations are
quite effective and beneficial. This paper describes an evolutionary model for skin dis-
ease classification and detection based on machine learning and image processing. This
model integrates image preprocessing, image augmentation, segmentation, and machine
learning algorithms. The experimental investigation makes use of a dermatology data set.
The model employs the machine learning methods: the support vector machine (SVM),
the k-nearest neighbors (KNN), and random forest algorithms for image categorization
and detection. This suggested methodology is beneficial for the accurate identification of
skin disease using image analysis. The SVM algorithm achieved an accuracy of 98.8%.
The KNN algorithm achieved a sensitivity of 91%. The specificity of KNN was 99%.
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1. Introduction

Skin diseases are a common source of illnesses that may be recognized by
examining the condition’s physical structure and history. Skin diseases are now
diagnosed using invasive methods such as clinical examination and histology.
When medicine and technology are used together, they can produce good results
in the future. Artificial intelligence (AI) could be used to process a lot of data
and find timely, relevant and knowledge-based information so that people can
make good decisions about their health. The skin protects from injuries, harmful
pathogens (such as bacteria), ultraviolet (UV) rays and other factors. It is the
first line of defense. It has to bear the brunt of being vulnerable to a lot of
diseases because of where it is and how big it is. It has been a long time since
skin problem detection methods and medications to cure them have changed. In
addition, a cure has yet to be found for many skin illnesses and conditions [1, 2].

When it comes to skin diseases, dermatologists have been having trouble
because they do not have the right information, which is what is needed. Skin
diseases or illnesses linked to them have had an effect on overall health at both
individual and global levels. When researchers looked at the Global Burden of
Skin Diseases project, they found that there are fifteen types of skin diseases
that are the most common. They also looked at how these diseases affect people
around the world in terms of their health. Eczema, psoriasis, acne, pruritis and
impetigo are some of the common types of skin infections that people develop.
Molluscum warts, urticaria, viral warts, scabies, fungal skin disorders, abscesses,
bacterial skin disorders and cellulitis are also common. Other skin and subcuta-
neous diseases take up the rest of the diseases [3, 4].

Many professionals in the medical business study symptomatic imaging, such
as X-rays, magnetic resonance images (MRIs), computer tomography (CT) scans,
positron emission tomography (PET) scans, and other forms of images, as well
as electrocardiogram (ECG) and electromyography (EMG) signal data. A better
grasp of the disease’s classification would help clinicians provide the best care
possible to those suffering from it. Machine learning designs can address highly
crucial difficulties by spontaneously detecting the input data characteristics, and
deep learning models can adapt to changes in the problem that they seek to
solve. Machine learning models will use the concluded data to find and analyze
properties in the data patterns that have not been presented. This will save a lot
of time because even low-computing models will be able to perform it [5].

The process of digitally capturing an object’s visual qualities is known as
image capture [6]. An image is a name given to this type of item. There are
many different ways to use and exhibit it, and it can be printed and displayed in
various sizes or locations. Images are enhanced, segmented, features extracted,
and matched as part of the “process”. The practice of improving photographs
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to better display or analyze the results is known as “image enhancement”. Noise
reduction, sharpening and/or lightening of the image, cropping the image, and
histogram equalization are all examples of image improvement [7]. The image seg-
mentation approach helps to reduce processing time and energy consumption by
choosing the region of interest in an image that benefits from image enhancement
methods. For this objective, it is appropriate to use image segmentation proce-
dures such as thresholding, color-based segmentation, transform, and texture
approaches. In order to make a decision, you must first select a region of inter-
est and then extract the appropriate features from that area. Different methods
can be used to extract different sorts of color and/or texture information from
an image. To handle challenges such as object observation and identification,
content-dependent image retrieval and quality categorization, characteristics ex-
traction and matching approaches can be coupled. The key color or pattern
information is converted into feature values using feature extraction techniques,
which serve as a link between the image data and the decision-making model.
After that, machine learning algorithms use the feature values as inputs.

This article describes a skin disease categorization and prediction model
based on machine learning and image processing. Image addition, image enhance-
ment, image subdivision, categorization, and prediction are necessary to classify
and detect skin disorders properly. Section 2 provides a literature review, Sec. 3
presents methodology, Sec. 4 encompasses result analysis, and Sec. 5 contains
the conclusion.

2. Literature survey

In [8], the authors collected 813 images from patients with five different skin
conditions, which would aid in the diagnosis of these conditions. Red, green, and
blue (RGB) color means were extracted from each image using the median filter,
image sharpening, and binary masking techniques. An artificial neural network
(ANN) classifier was used to examine these color values, and 90% classification
accuracy was obtained.

Herpes, paederus dermatitis, and psoriasis were studied using 10 reference
samples and 20 test samples [9]. When the target area was narrowed down using
a combination of the median filter and a marker-controlled watershed technique
with clustering, it was possible to extract the gray level cooccurrence matrix
(GLCM) texture features. The four GLCM characters were examined using the
SVM categorization and achieved 85%, 90%, and 95% accuracy for the studied
herpes, paederus dermatitis, and psoriasis cases, respectively.

Images of eczema, impetigo, and psoriasis were used in [10] to classify healthy
and diseased skin regions. The Dermnet skin disease atlas database was used to
gather these images. Contrast enhancement, median filtering, and maximum
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entropy thresholding methods were used to process images in the beginning and
pick regions of interest. The feedforward approach of ANN was used to extract
and analyze GLCM texture features. This technique has an overall accuracy rate
of 80%, with a sensitivity of 71.4% and a specificity of 87.5%.

A study [11] investigated the performance of a convolutional neural network
(CNN) tool for categorizing skin diseases vs characterizing skin lesions. Six web
databases, AtlasDerm, Danderm, Derma, DermQuest and Dermanet, were used
to gather 75 665 photos. For disease and lesion classification, these images were
utilized to instruct a multi-class CNN for disease and another for lesion classi-
fication. Using fine-tuning learning, 27.6% of the top-1 and 57.9% of the top-5
perfection values were achieved, with an average accuracy rate of 0.42.

Kumar and Singh used the KNN classification algorithm to construct a tool
for detecting different skin diseases. Their study evaluated bloody skin, skin
burns, skin cancer, skin allergies, and normal skin. Histogram equalization was
used to improve the images, and then the hue, saturation, and intensity value
(HSV) color histogram and the speeded-up robust features (SURF) blob de-
tection algorithms were used to extract important features. Finally, the KNN
classifier was used to examine these feature values and showed good diagnostic
performance [12].

Skin illnesses may be recognized and classified using a variety of current meth-
ods, many of which are automated. Epidermal detection of skin illnesses does
not need radiological imaging technologies to be used in most diagnostic proce-
dures. Through image processing procedures, such as improvement, equalization,
enhancement, edge detection, and segmentation [13–15], the existing condition
can be identified.

The image processing technologies such as morphological image functions for
skin observation [16] are also used to classify skin disorders. Thresholding gener-
ates a binary image, and this binary image determines a lot of the morphological
methods such as region opening, region closing, disintegration, and expansion.
Based on the image’s texture, morphological procedures may not be adequate
for assessing the damaged region’s growth. Using the genetic algorithm (GA),
a classification system for skin diseases is developed and implemented.

The findings of diagnosing skin illnesses using CNN are promising [17]. How-
ever, working with photos taken on a smartphone or digital camera is difficult
since CNN models are neither scaling nor rotation invariant. Both neural net-
work techniques need enormous amounts of training data to obtain the model’s
high performance, which in turn necessitates a substantial amount of computing
effort [18]. It is harder to adapt the neural network models since they are more
abstract. There is a remarkable rise in the number of qualified parameters in
ANNs as the image resolution increases, which means training becomes more
difficult. Deterioration and explosion of the gradient are common problems with
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the ANN model, and data observations using CNN do not indicate the object’s
size or magnitude.

Combining numerous prediction models improves the accuracy of skin dis-
ease classification using ensemble models [19, 20]. Because of overfitting issues,
ensemble models do not operate well with unknown disparities between the con-
sidered sample and the population. Classification of skin disorders using a deep
neural network model [21, 22] has shown impressive results. Nevertheless, the
results of the experiments reveal that the model is unsuitable for images with
many lesions. To achieve a respectable degree of accuracy, deep neural network
models need a significant amount of training, which takes additional processing
effort.

3. Methodology

Variables in camera phone photographs might alter segmentation results.
To acquire the best results, the image must be enhanced and filtered. This in-
volves three steps: scaling, noise reduction, and image enhancement. Digital pho-
tographs may include noise and other abnormalities. A basic thresholding job
may become complicated due to inadequate capture. Therefore, a clean image is
essential. Image noise is a random change in an image’s lighting or color statistics.
Additionally, other types of noise may be detected in images, such as Gaussian,
shot and quantization noises. Filters such as median and Wiener filters may
help remove these noises. Various morphological techniques may minimize noise.
Gaussian filtering can smooth images whereas median filtering can change pixel
brightness.

In the present study, the Gaussian filter is used to minimize noise. The inten-
sity significance of each pixel is replaced by a weighted average of its neighbor-
ing pixels’ intensities. This approach may smooth images while preserving their
edges. The image is smoothed by Gaussian kernels using standard deviation [23].

A detailed description of the proposed methodology is shown in Fig. 1.
Images are improved after filtering to boost the human eye’s ability to com-

prehend information. This enables more complex image processing. The pro-
duced image has a constant intensity distribution and histogram, which improves
visual contrast. In images with tight contrast levels, using this approach regularly
enhances the universal contrast. This strategy makes the histogram’s intensities
more uniform [24]. This helps low-contrast regions stand out. Histogram equal-
ization effectively spreads out frequent intensity values.

This study uses region-dependent segmentation, which separates the ROI
into portions based on texture or pattern. k-means clustering splits diverse in-
terpretations into k clusters, with the local mean serving as a cluster pattern.
The method uses the sum of the groups represented by the variable k to find
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Skin disease data set

Image preprocessing using Gaussian elimination

Image enhancement using histogram equalization

Image segmentation to extract ROI using K-means algorithm

Performing classification of preprocessed input data set using SVM, 
KNN, random forest

Classification and detection of skin disease 

Fig. 1. Machine learning and image processing based skin disease classification and detection.

groups in data. It uses squared Euclidean distances to get the nearest data. The
approach assigns each data point to a single k group based on the specified
attributes. The data are categorized by feature similarity [25].

Each data point is expressed by a k-dimensional point in an SVM model
(where k denotes the number of features). The value of a point is obtained from
the value of each section. This is followed by the selection of a suitable hyperplane
that differentiates the classes. Vapnik introduced SVM, which has stimulated
the curiosity of academics all over the world. The inserted data gathered by an
SVM classifier is frequently separated into two groups. Training data are used
to develop a model that may be used to categorize test data. A difficulty known
as multi-class classification may develop from time to time. To solve it, we will
need to develop a lot of binary classifiers [26].

Random forest, an ensemble learning approach that is often used in classifi-
cation tasks, is a good example. The algorithm builds numerous decision trees
throughout the training process, and the mode of the outputs from each one is
the output of the forest, which is then used to categorize the data. The conclu-
sion is that random forest lower the variance of the overall model and control
overfitting by creating decision trees from random samples of the training data
generated by the algorithm [27].

Many researches have used the KNN classifier, which has been quite success-
ful. Pattern recognition categorizes items using a range of algorithms developed
specifically for this purpose. When employing KNN, objects are classified by
comparing them to similar items in the surrounding area. KNN is all about
event-based learning, for which it is most known. Using a locally estimated func-
tion to delay calculations until categorization allows faster processing. When
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there is no previous knowledge about the data’s passage, the KNN classification
strategy is the simplest classification approach. KNN is a pattern recognition
algorithm that is commonly utilized. Many analysts have observed that KNN
computing produces great results on a wide range of data sets, which they have
uncovered [28].

4. Result analysis

For experimental analysis, the dermatology data set [29] is used. This data
set comprises a total of 34 attributes. Thirty-three attributes are linear valued
and one attribute is nominal valued. A total of 336 instances are available in
this particular data set. It contains records related to six skin diseases: psoria-
sis, seborrheic dermatitis, lichen planus, pityriasis rosea, chronic dermatitis, and
pityriasis rubra pilaris.

Three parameters: accuracy, sensitivity and specificity are used in this study
to compare the performance of different algorithms:

Accuracy = (TP + TN)/(TP + TN + FP + FN),

Sensitivity = TP/(TP + FN),

Specificity = TN/(TN + FP),

where TP is true positive, TN is true negative, FP is false positive, and FN is
false negative.

The sensitivity and specificity parameters are also utilized to calculate the
performance of machine learning algorithms. Sensitivity and specificity of SVM,
random forest and logistic regression for skin disease detection are shown below
in Fig. 2, which presents an overall comparison of classifiers. The SVM algorithm

0.99
0.94

0.78
0.85

0.91

0.67

0.98 0.99

0.62

0

0.2

0.4

0.6

0.8

1

1.2

SVM KNN Random Forest

Accuracy Sensitivity Specificity

Fig. 2. Result comparison of classifiers for skin disease detection.
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achieved an accuracy of 98.8%, the KNN algorithm achieved a sensitivity of 91%,
and the specificity of KNN was 99%.

The performance comparison between different classifiers is shown in Fig. 2.
Three parameters of accuracy, specificity and sensitivity are used for the com-
parative study. SVM performs better as far as accuracy is concerned. SVM and
KNN perform equally well as far as specificity is concerned. KNN performs better
as far as sensitivity is concerned.

5. Conclusion

Skin disorders are a prevalent source of illness, which can be detected by
inspecting their physical appearance and history of the ailment. Skin disease
is currently diagnosed using invasive approaches such as clinical examination
and histological evaluation. These are highly effective and practical. However,
these techniques necessitate subject matter expertise, require more labor and
have a lower degree of trustworthiness of their results. This article presented an
evolutionary model for skin disease categorization and detection, which depends
on machine learning and image processing and is focused on the classification and
detection of skin disorders. This model incorporated image preprocessing, image
augmentation, segmentation, and machine learning algorithms, among others,
for skin disease categorization and detection. For classification and detection,
a dermatological data set was used, and the machine learning processes of SVM,
KNN, and random forest, among others, were employed. The proposed strategy,
which employed image analysis and machine learning techniques, is useful for
correctly identifying skin illnesses. In the near future, a real-time skin disease
detection system can be implemented by using internet of things (IoT) to collect
skin disease images and then use machine learning analytics to detect skin disease
in real time.
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