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This paper presents a novel systolic two-dimensional (2D) block finite impulse response
(FIR) filter architecture using a distributed arithmetic (DA)-based multiplexer look-up
table (DA-MUX-LUT). The proposed DA-MUX-LUT architecture computes the instan-
taneous partial-product using the bit vector. The switching-based LUT replaces memory-
based structures and reduces hardware complexity. Block processing allows memory reuse,
which reduces the number of registers to store the previous input samples. Parallel adders
are substituted by a modified carry look-ahead adder (MCLA), which minimizes the delay.
Moreover, a resource-sharing concept is introduced to the DA-MUX-LUT block that dras-
tically reduces the adder requirement. The application specific integrated circuit (ASIC)
synthesis results show that the proposed DA-MUX-LUT-based 2-D block FIR filter for
filter size 8× 8 and block size 4 has 31.22% less delay, 28.66% less area-delay product
(ADP), 37.70% less power-delay product (PDP), and occupies almost the same area than
the existing architecture.
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1. Introduction

The 2-D filters are used in digital signal processing applications [4]. Criti-
cal applications include image restoration, compression, face recognition, edge
detection, satellite imaging, target acquisition, tracking, microwave imaging, bio-
metric applications, etc. Parhi [2] proposed a systolic architecture for 2-D FIR
filters. Fewer computations used the symmetry property suggested in [5] and [7].
Alawad and Lin [8] presented a non-separable stochastic-based 2-D FIR filter ar-
chitecture with low hardware complexity and high throughput using probabilistic
convolution. The suggested work solves the problem within a predetermined ac-
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curacy range. By exploiting the convolution theorem, the probability density
function represents the 2-D input signal kernels. This well-known probabilistic
convolution theorem replaces the expensive multipliers with simple adders. This
work is more suitable for applications such as perception-based image processing,
which can inherently tolerate some computing inaccuracy.

The non-separable and separable models for the 2-D FIR filters were sug-
gested by Mohanty et al. [9]. The non-separable model has a shorter critical path
but requires more computations, whereas the separable model has a longer criti-
cal path but efficiently reduces the computations. Kumar et al. [10] introduced
a block-based high throughput and hardware-efficient systolic 2-D FIR filter
architecture implementation method using the DA algorithm. In this, hardware-
efficient DA-LUTs (HLUT) were developed for reconfigurable applications. The
sharing occurs between the DA-LUTs, and a common DA-LUT is implemented
and shared to reduce the hardware complexity at each systolic stage. This is
the first article related to implementing a 2-D FIR filter architecture using DA,
and this work resolved the shortcomings of previous works. The authors suggest
block-based 2-D FIR filter banks decrease the memory footprint, area, and delay.
Odugu et al. [14] proposed a generic filter bank architecture using block-based
non-separable 2-D FIRAs with various symmetries. The complexity of the filter
increases as the order of the filter and block size increase.

Due to their area-efficient and high-throughput abilities, multiplier-less ap-
proaches such as multiple constant multiplications (MCM) and DA approaches
are popular in very large scale integration (VLSI) for designing multiply and
accumulate (MAC) units. For the constant filter coefficients, MCM is used [15].
However, for efficient reconfigurable architectures, DA approaches are used
[1, 3, 6, 10–13]. Some applications such as wireless communication networks,
adaptive filtering, software designed ration (SDR)-based filtering, and multi-
channel filtering systems have the necessity that the filter coefficients be modified
dynamically, and reconfigurability must be considered in the filter architecture
design. DA-based approaches allow for dynamic reconfigurability of filter coeffi-
cients, but MCM-based techniques are not.

This paper proposes a novel architecture for a DA-based 2-D non-separable
block FIR filter using a multiplexer. Thus, the hardware complexity is reduced
with a slight increment in critical path delay. Block processing helps in improv-
ing the throughput. Parallel adders are substituted by modified carry look-ahead
adders (MCLAs), which reduces the critical path delay. Pipelining and paral-
lelism reduce the proposed architecture’s time and hardware complexities. Each
LUT element is computed using a dedicated MUX-based architecture. The sug-
gested DA-MUX-LUT architecture computes the partial-product instantaneous
using the bit vector. Further, in each systolic stage, DA-MUX-LUTs are shared
to minimize the number of adders. Though LUT sharing is used to reduce the
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adder requirements, the proposed architecture requires large numbers of adders
in the DA-MUX-LUTs design. The necessity of adders increases in great numbers
with the size of the filter.

The paper is organized as follows: Sec. 2 explains the concept of block pro-
cessing and memory sharing in a 2-D FIR filter. The mathematical formulation
of the 2-D block FIR filter using DA-MUX-LUT is explained in Sec. 3. The pro-
posed architecture for DA-MUX-LUT and inter-DA-MUX-LUT resource shar-
ing is given in Sec. 4. Implementation and experimental results are explained in
Sec. 5. In Sec. 6, the conclusion is summarized.

2. Block formulation of 2-D FIR filter

Consider x (n1, n2 −m) is the (m + 1)-th the input of the 2-D FIR filter,
w(p, q) represents filter coefficient matrix. Equation (1) represents (m + 1)-th
output of the 2-D FIR filter:

Ym (n1, n2) =
{
{x (n1 − p, n2 −m− q) · w (p, q)}L−1p=0

}L−1
q=0

, (1)

w (p, q) is expressed as in Eq. (2):

w (p, q) =


w(0, 0) w(0, 1) · · · w(0, L− 1)

w(1, 0) w(1, 1) · · · w(1, L− 1)
...

... · · ·
...

w(L− 1, 0) w(L− 1, 1) · · · w(L− 1, L− 1)

, (2)

where 0 < m < N−1. Equation (1) can be written using the direct form 1 (DF1)
systolic architecture, as illustrated in Fig. 1. Here, we have considered that the
input pixels are processed in a raster scanning format, i.e., row-wise scanning.
So, in the architecture, to meet the requirements, shift registers of length M − 1
are added at each systolic level to store the input pixels, where M is the width
of the input image matrix.

Block processing enables fast and computationally efficient implementation
of digital filters by increasing throughput. In Fig. 1, block of 4 input samples
{x (n1, n2) , x (n1, n2 − 1) , x (n1, n2 − 2) , x (n1, n2 − 3)} is processed to obtain
4 output samples {y (n1, n2) , y (n1, n2 − 1) , y (n1, n2 − 2) , y (n1, n2 − 3)} in pa-
rallel for the 4th order filter. Each output of 4× 4 filters is computed with the
help of 16 samples corresponding to 4 rows in 1 column of 2-D input. Hence,
for the computation of the outputs, a total of 64 input samples corresponding
to 4 rows and 4 columns of 2-D filter inputs are needed. Out of 64 samples,
36 samples are redundant, and only 28 samples are different. The 36 samples
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Fig. 1. Register unit dataflow of proposed FIR filter realized using direct form 1.

that are the same are shaded in Fig. 1. The memory can be saved by removing
these redundancies and computing the filter outputs in parallel. The 28 different
samples required to compute the outputs may be generated using an internal
systolic structure. However, another close inspection reveals that out of these
28 samples, 4 are current input samples, and 21 are already present in SRUs
(i.e., SRU-1, SRU-2, and SRU-3), which need to generate the remaining three
samples. Therefore, only at the last systolic stage a dedicated structure com-
prising three delay elements are required to generate the remaining 3 samples:
x (n1 − 3, n2 − 4) , x (n1 − 3, n2 − 5) and x (n1 − 3, n2 − 6). This is unlike the
existing structures, where dedicated internal systolic structures are required to
generate the delayed inputs. Therefore, the SRU is split into N equal parts of
M
N registers to obtain the required delayed samples.
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2.1. Mathematical formulation

The input matrix X (n1, n2) is needed at different systolic stages to generate
2-D filter output Y (n1, n2) of the filter length L. Figure 1 presents the realization
of the 2-D FIR filter architecture using DF1:

X (n1, n2) =


x (n1, n2) x (n1, n2 − 1) · · · x (n1, n2 − L+ 1)

x (n1 − 1, n2) x (n1 − 1, n2 − 1) · · · x (n1 − 1, n2 − L+ 1)

...
... · · ·

...
x (n1 − L+ 1, n2) x (n1 − L+ 1, n2 − 1) · · · x (n1 − L+ 1, n2 − L+ 1)

.
(3)

Let us consider x (n1, n2 −m) is the (m + 1)-th input of the 2-D FIR filter,
w (p, q) represents a coefficient vector. The (m + 1)-th output of the filter is
expressed as:

Ym (n1, n2) =
{
{x (n1 − p, n2 −m− q) · w (p, q)}L−1p=0

}L−1
q=0

, (4)

In each iteration, a block of N input samples is processed. At each systolic
stage, a set of L − 1 delayed inputs is required for generating a block of input.
The input pixels at (p+ 1)-th stage is represented by G (n1, n2), which is given
in matrix form as:

G (n1, n2) =


x (n1 − p, n2) x (n1 − p, n2 − 1) · · · x (n1 − p, n2 − L+ 1)

x (n1 − p, n2 − 1) x (n1 − p, n2 − 2) · · · x (n1 − p, n2 − L)

...
... · · ·

...
x (n1 − p, n2 −N + 1) x (n1 − p, n2 −N) · · · x (n1 − p, n2 −N − L+ 2)

.
(5)

The filter coefficient vector required at each stage is expressed as:

wp = [w(p, 0) w(p, 1) w(p, 2) · · · w(p, L− 1)]1×L. (6)

Thus, the 2-D FIR filter block output at each systolic stage is expressed using
Eqs. (5) and (6) as:

Y =
{
G (n1, n2) · wTp

}L−1
p=0

. (7)

To facilitate parallelism, we further decompose the input pixel matrix
G(n1, n2) and weight vector by a factor of s. The input pixel matrix G(n1, n2)
is decomposed into L

S sub-matrices represented as Xq
p of dimension G(N × S),
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also the coefficient weight vector wqp of dimension (1 × S); 0 ≤ q ≤
(
L
S

)
− 1.

Equation (9) is modified as:

[Y ]N×1 =

{{
Xq
p(wqp)

T
}(LS )−1
q=0

}L−1
p=0

. (8)

Equation (8) is re-written as

[Y ]N×1 = {yqp}
(LS )−1
q=0 , (9)

where yqp represents the inner block product of Xq
p(wqp)T , i.e.,

yqp =
{
Xq
p(wqp)

T
}L−1
p=0

. (10)

3. Mathematical formulations of proposed
DA-MUX-LUT-based 2-D FIR filter

The (i+ 1)-th component of coefficient weight vector-matrix wqp is wqpi whose
length is B bits, and |wqpi| ≤ 1. Its two’s complement representation is

wqpi = −wqpi(0) +
{
wqpi(l) · 2

−l
}B−1
l=0

,

where wqpi(0) represents sign bit and wqpi(B − 1) represents the least significant
bit (LSB):

wqpi =
{
wq
′

pi(l) · 2
−l
}B−1
l=0

, (11)

where

wq
′

pi(l) =

 −w
q
pi(0) at l = 0,

wqpi(l) otherwise.

Let (m+ 1)-th element of yqp be yqp(m), 0 ≤ m ≤ N − 1, and it is given as

yqp(m) =

{{
Xq
p(m, i) · (wqpi)

T
}S−1
i=0

}(LS )−1

q=0

= {Rm(p, q)}(
L
S )−1

q=0 , (12)

where

Rm(p, q) =
{
Xq
p(m, i) · (wqpi)

T
}S−1
i=0

. (13)
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Further, Rm(p, q) in Eq. (13) is the vector product of the input bit vector

{Xq
p(m, i)}S−1i=0 and the weight vector

{(
wqpi

)T}S−1
i=0

. LUT is used to save the

precomputed partial products. The weight vector {wqp1, w
q
p2, w

q
p3, ..., w

q
p(S−1)} is

used as an address to fetch the partial products from LUT. Since the input bit

vector has s bits, 2s combinations are possible for
{
wqpi

}S−1
i=0

.
Substituting Eqs. (9) and (11) in Eq. (13) results in

Rm(p, q) =

{{
x(u, v −m− i) · wq

′

pi(l) · 2
−l
}B−1
l=0

}S−1
i=0

, (14)

Rm(p, q) =
{
R′m(p, q) · 2−l

}B−1
l=0

, (15)

where

R′m(p, q) =
{
x(u, v −m− i) · wq

′

pi(l)
}S−1
i=0

. (16)

It is observed that the input vector {Xq
p(m, i)}S−1i=0 varies from sample to

sample. So, we are using an adder tree-based combinational circuit, as indicated
in Fig. 2. It comprises (L− 1) adders of the log2L stage tree.

Fig. 2. Adder tree-based structure to compute partial sum terms.

Let S = 8

R′m(p, q) =
{
x(u, v −m− i) · wq

′

pi(l)
}7

i=0
. (17)

Equation (17) can be decomposed into two vector-products summations of order
four as:

R′m(p, q) =
{
x(u, v −m− i) · wq

′

pi(l)
}3

i=0

+
{
x(u, v −m− i− 4) · wq

′

p(i+4)(l)
}3

i=0
. (18)
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Let us assume that the block size S = 8, then 28 = 256 input vectors are needed
to be computed. Instead of these many input vectors, we have considered small
order decomposition to calculate the vector product, represented in Eq. (18).
Using that equation, we require 2

S
2
+1 sum terms. Thus, it requires 32 sum terms.

For simplicity, these sum terms are considered as {x0, x1, x2, ..., x31}:

R′m(p, q) = R1(p, q) +R2(p, q), (19)

where

R1(p, q) =
{
x(u, v −m− i) · wq

′

pi(l)
}3

i=0
, (20)

R2(p, q) =
{
x(u, v −m− i− 4) · wq

′

p(i+4)(l)
}3

i=0
. (21)

4. Proposed architecture of 2-D block FIR filter

Figure 3 represents the block diagram of the DA-MUX-LUT-based 2-D block
FIR filter. It consists of L (i) shift register units (SR-units), (ii) processing
element block (PEB); the output of these PEBs is delayed and added using
(iii) parallel-delay-adder (PDA) unit, and (iv) control unit (CU) is used to send
required control signals and synchronize all the sub-blocks.

Fig. 3. Block diagram of the proposed reconfigurable 2-D block FIR filter.
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To realize the 2-D FIR filter architecture for Eq. (7), we are required to
design G(n1, n2). It can be designed using the fully direct systolic structure, as
shown in Fig. 1. The required delayed inputs are generated by using SR-unit.
Thus, the input matrixG(n1, n2) is given to the PEB, which computes the output
vector yqp at each systolic stage. To accomplish block processing, the input matrix
G(n1, n2) is split into L/S parallel matrix, as presented in Eqs. (8) and (9). The
PEB consists of N number of concurrent partial product computation units
(PPCU) shown in Fig. 3. The parallel input vector-matrix Xq

p is also split into
N parallel input vectors Xq

p(m, i) and given to each PPCU.
Equations (20) and (21) represent partial product calculation of coefficient

vector and input vector of order 4. Equation (20) is elaborated in Table 1, the
weight vector elements {wq

′

p3(l), w
q′

p2(l), w
q′

p1(l), w
q′

p0(l)} are used as an address to
fetch the corresponding bits of the vector products. Table 1 contains 16 terms,
these are given as input to the DA-MUX-LUT, and the weight vector elements
are employed as selection lines. Thus, depending on the selection lines, output
R1(p, q) gets the corresponding bits of the vector product. Similarly, when the
weight vector elements {wq

′

p7(l), w
q′

p6(l), w
q′

p5(l), w
q′

p4(l)} are used as an address,
then we can get the corresponding bits of the output R2(p, q) according to
Eq. (21). To get the vector product corresponding to Eq. (19), we need to per-

Table 1. DA-LUT for vector product R1(p, q).

wq
′

p3(l) wq
′

p2(l) wq
′

p1(l) wq
′

p0(l) R1(p, q) R1(p, q)

0 0 0 0 0 x0

0 0 0 1 x(uv −m) x1

0 0 1 0 x(uv −m− 1) x2

0 0 1 1 x(u, v −m) + x(uv −m− 1) x3

0 1 0 0 x(uv −m− 2) x4

0 1 0 1 x(u, v −m− 2) + x(uv −m) x5

0 1 1 0 x(u, v −m− 2) + x(uv −m− 1) x6

0 1 1 1 x(u, v −m− 2) + x(u, v −m− 1) + x(uv −m) x7

1 0 0 0 x(uv −m− 3) x8

1 0 0 1 x(u, v −m− 3) + x(uv −m) x9

1 0 1 0 x(u, v −m− 3) + x(uv −m− 1) x10

1 0 1 1 x(u, v −m− 3) + x(u, v −m− 1) + x(uv −m) x11

1 1 0 0 x(u, v −m− 3) + x(uv −m− 2) x12

1 1 0 1 x(u, v −m− 3) + x(u, v −m− 2) + x(uv −m) x13

1 1 1 0 x(u, v −m− 3) + x(u, v −m− 2) + x(uv −m− 1) x14

1 1 1 1
x(u, v −m− 3) + x(u, v −m− 2)

+x(u, v −m− 1) + x(uv −m)
x15
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form a summation of R1(p, q) and R2(p, q) using a MCLA, as shown in Fig. 4a,
which reduces delay and slightly increases hardware complexity.

a) b)
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.
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. 
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Fig. 4. (a) Structure of DA-based LUT using multiplexer (DA-MUX-LUT) using modified
carry look-ahead adder (b) DA-MUX-LUT resource sharing.

It is noticed that the second summation terms of (22), (23), (24), and (25)
are the same as the first summation terms of (26), (27), (28), and (29), respec-
tively. Therefore, instead of 16 LUTs, we can use 12 LUTs, in which 4 LUTs
are common. As the filter length increases, the requirement for adders and DA-
MUX-LUTs also increases. Thus, using this resource-sharing concept, we can
drastically reduce adder requirements.

The possible input vectors of R′m(p, q) for constant p are shown in Fig. 4b.
Here, x(n1 − p, n2 − q) is represented as xq and they are written in vertical
concerning m. The input vectors, highlighted by blue and orange colors, are the
same as shown in Fig. 4b. It means the MUX section in Fig. 4a is needed to be
designed only for first two columns and the last row. The designed MUX section
can be shared among the DA-MUX-LUTs, with the same input vector. Using
this sharing approach, the adder requirement is drastically reduced concerning
constant p; for filter size L = 16 and 0 ≤ p ≤ 15, almost 2950 adders can be
reduced.

4.1. DA-MUX-LUT resource sharing

Let us consider filter order L = 8, block size N = 4, and decomposition factor
S = 8. Thus R′m(p, q), for constant p, is written as:
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R′0(p, 0) = {x (u, v − i) ·w0
pi(l)}3i=0 + {x (u, v − i− 4) ·w0

p(i+4)(l)}
3
i=0, (22)

R′1(p, 0) = {x (u, v − i− 1) ·w0
pi(l)}3i=0 +{x (u, v − i− 5) ·w0

p(i+4)(l)}
3
i=0, (23)

R′2(p, 0) = {x (u, v − i− 2) ·w0
pi (l)}3i=0 +{x (u, v − i− 6) ·w0

p(i+4)(l)}
3
i=0, (24)

R′3(p, 0) = {x (u, v − i− 3) ·w0
pi(l)}3i=0 +{x (u, v − i− 7) ·w0

p(i+4)(l)}
3
i=0, (25)

R′4(p, 0) = {x (u, v − i− 4) ·w0
pi (l)}3i=0+{x (u, v − i− 8) ·w0

p(i+4)(l)}
3
i=0, (26)

R′5(p, 0) = {x (u, v − i− 5) · (l)}3i=0 + {x (u, v − i− 9) ·w0
p(i+4)(l)}

3
i=0, (27)

R′6(p, 0) = {x (u, v − i− 6)·w0
pi (l)}3i=0+{x (u, v − i− 10)·w0

p(i+4)(l)}
3
i=0, (28)

R′7(p, 0) = {x (u, v − i− 7)·w0
pi (l)}3i=0+{x (u, v − i− 11)·w0

p(i+4)(l)}
3
i=0. (29)

In the proposed design, we considered the decomposition factor S = 8. Each
(m + 1)-th row of the input matrix {n1 − p, n2 − 8q − k}L−1k=0 is given to the
corresponding PPCU. Each PPCU consists of DA-MUX-LUT and shift and ac-
cumulate unit (SAU), as shown in Fig. 5. We already mentioned that memory
sharing is employed, so a common MUX section is used among various PPCU
units. Further, the partial products are fed to SAU, where R′m(p, q) is shifted
and accumulated to generate Rm(p, q). According to Eq. (16), Rm(p, q) has B
bits, requiring B cycles to compute the output. Pipelining stage is used to limit
the critical path delay. Each PPCU computes N -bit vector output Rm(p, q). We
have L such PPCUs in our design.

Fig. 5. Structure of partial product computation unit (PPCU).
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These vector outputs are needed to be added according to Eq. (12). There-
fore, an adder tree (AT) is used to compute the output yqp(m) = {yqp(0), yqp(1), ...,
yqp(N−1)}. log2

(
L
S

)
stage pipeline adder tree (PAT), as shown in Fig. 6. Further,

the obtained output vector yqp(m) is delayed and added symbolically using a par-
allel delay add (PDA) unit, shown in Fig. 7. The control unit (CU) generates
the required control signals, and the flow of signals is synchronized.

Fig. 6. Structure of pipeline adder tree (PAT).

Fig. 7. Structure of parallel adder tree (PAT).

5. Implementation and experimental results

The proposed 2-D FIR filter architectures are coded by Verilog HDL and
simulated by Cadence Incisive Enterprise Simulator-XL-15.2. The application-
specific integrated circuit (ASIC)-based 2-D FIR filter architectures are realized
in Cadence TSMC 45nm CMOS generic library using the advanced Genus syn-
thesis tool. The synthesis tools generate the power, delay, and area reports.
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The proposed block-based 2-D FIR filter using DA-MUX-LUT multipliers is
compared with existing architectures. The performance metrics obtained from
the synthesis tool for L = 4 and N = 4 are presented in Table 2.

Table 2. Comparison of proposed architecture with existing architectures
for L = 4 and N = 4.

Architecture Power
[mW]

Delay
[ns]

Area
[µm2]

ADP
[µm2 ·Ms]

PDP
[mW · ns]

Alawad and Lin [8] 3.05 12.82 286 153 3.66 39.101
Mohanty et al. [9] 7.093 15.02 591 361 8.88 106.53
Kumar et al. [10] 5.05 9.29 429 825 3.99 46.91

Proposed 2-D FIR filter 5.21 6.46 480 455 3.1 33.65

From Table 2, the ASIC synthesis results show that the proposed DA-MUX-
LUT-based 2-D FIR filter architecture for L = 4 and N = 4 occupies 18.75% less
area when compared to architectures in [9]. It has 49.61%, 56.9%, and 30.46%
less delay when compared to architectures in Alawad and Lin [8], Mohanty
et al. [9], and Kumar et al. [10], respectively. It has 26.54% less power consump-
tion when compared to existing architectures [9]. It occupies 15.30%, 65.09%, and
22.30% less ADP when compared to architectures in [8–10], respectively, and it
occupies 13.9%, 68.41%, and 28.26% less PDP when compared to architectures
in [8–10], respectively.

From Table 3, the ASIC synthesis results show that the proposed DA-MUX-
LUT-based 2-D FIR filter architecture for L = 8 and N = 4 occupies 27.55%
less area when compared to [9]. It has 38.75%, 50.4%, and 31.22% less delay
when compared to architectures in [8–10], respectively. It has 32.16%, 40.62%,
and 8.7% less power consumption when compared to architectures in [8–10],
respectively. It occupies 2.55%, 64.35%, and 28.66% less ADP when compared
to existing architectures [8–10], respectively, and it occupies 58.73%, 70.75%,
and 37.70% less PDP when compared to architectures in [8–10], respectively.

Table 3. Comparison of proposed architecture with existing architectures
for L = 8 and N = 4.

Architecture Power
[mW]

Delay
[ns]

Area
[µm2]

ADP
[µm2 ·Ms]

PDP
[mW · ns]

Alawad and Lin [8] 7.96 13.16 359 271 4.7 104.75
Mohanty et al. [9] 9.094 16.25 785 268 12.85 147.77
Kumar et al. [10] 5.92 11.72 547 803 6.42 69.38

Proposed 2-D FIR filter 5.4 8.06 568 910 4.58 43.22
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6. Conclusion

This paper implements a novel 2-D FIR filter architecture using block pro-
cessing using DA-MUX-based LUT multipliers. In this, considerable power sav-
ing is achieved due to the multiplier-less design by DA multiplication. The block
processing increases the throughput of the 2-D FIR filter, and the multiplication
process is implemented with the DA-MUX-LUT-based multiplication process
to improve the performance metrics. Pipelining and parallelism reduce the pro-
posed architecture’s time and hardware complexities. A resource-sharing concept
is introduced among the DA-MUX-LUT block that drastically reduces the adder
requirements in the architecture. Parallel adders are substituted by the modified
MCLAs, which minimizes the delay. The ASIC synthesis result shows that the
proposed architecture for L = 8 and N = 4 has 31.22% less delay, 28.66% less
ADP and 37.70% less PDP with a trade-off between area and power. It requires
3.78% more area and consumes 8.78% more power than the HLUT-based 2-D
FIR filter. The proposed method is well suited for applications that require very
high processing. Symmetry in the filter coefficients minimizes the number of mul-
tipliers in the architecture. Hence, symmetry will be introduced in the 2-D FIR
filter architecture in the future to decrease the area and power consumption.
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