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When dealing with a group of patients seeking treatment for heart-related diseases, doctors
who specialize in the diagnosis and treatment of heart-related disorders have a difficult
but critical task. It comes as no surprise that cardiovascular disease is a leading source of
morbidity and death in contemporary society. An expert system with clear categorization
that may assist medical professionals in identifying heart disease condition based on the
clinical data of a patient is often required by physicians. The aim of this work is to provide
a method for the prediction and classification of cardiac disease based on machine learning
and feature selection. The correlation-based feature selection (CFS) method is applied to
the input data set in order to extract relevant features for analysis. The support vector
machine with radial basis function (SVM RBF) and random forest algorithms are used
here for data classification. Cleveland heart disease dataset is used in the experiment work.
This dataset has 303 instances and 14 attributes. The accuracy, specificity and sensitivity
of SVM RBF are higher than those of the random forest algorithm.
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1. Introduction

The heart is a very important organ that is a key component of the cardiovas-
cular system in the human body, and cannot be neglected or undervalued. The
heart functions as a pump that distributes blood throughout the body. If blood
circulation in the body is inadequate, the brain and other essential organs suffer,
and in the event of heart failure, death can occur within minutes. Doctors who
specialize in the diagnosis and treatment of heart-related ailments have a chal-
lenging but critical role when dealing with patients seeking treatment for such
conditions. It is no surprise that cardiovascular illness is a primary cause of mor-
bidity and mortality in modern society, given the pivotal role of the heart in
sustaining human life [1, 2].

Cardiac disease may be treated if it is detected early enough to reduce
the risk of death. In the past, physicians employed a range of medical tests,
including electrocardiograms (ECGs), cardiac magnetic resonance imaging
(MRI), and stress testing to detect heart disease. However, manual detection, in
the majority of situations, necessitates consultation with a specialized physi-
cian [3, 4].

Patients can only make educated guesses about their own health if their heart
communicates symptoms while they go about their daily activities as usual. A va-
riety of computer-aided expert systems have been developed to assist clinicians
in better anticipating the onset of cardiovascular disease. Such systems, however,
cannot deliver the level of accuracy required by an experienced physician to pro-
vide a decisive yes or no response. After conducting a comprehensive examination
of the literature and collecting data from real-world case studies, a method for
properly detecting cardiac anomalies is developed, which is then presented in this
paper. The development of an accurate modality capable of detecting, match-
ing patterns, forecasting, and analyzing images is required in order to provide
a complimentary perspective [5, 6].

Since clinical and pathological data are the primary sources of information
for diagnosing heart disease, clinicians may be unable to diagnose the condition
properly in the vast majority of instances [7]. Medical practitioners may use an
expert system in order to properly diagnose a patient’s heart disease status and
accordingly treat the patient. Data mining, combined with sophisticated hybrid
algorithms, can be used to handle classification problems in medical datasets with
diverse inputs. A soft computing tool for heart disease prediction and detection,
in our opinion, has facilitated the development of suitably robust solutions for
early treatment and prevention of heart disorders at an early stage of their
development [8, 9]. Despite numerous decision support systems developed for
diagnosing and predicting heart disease, researchers suggest that many remain
inefficient.
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This paper describes a system for heart disease prediction and classification
based on machine learning and feature selection. The CFS algorithm is used
to identify relevant features from the input data set, while for data categoriza-
tion, the SVM RBF and random forest algorithms are used. Section 2 provides
a literature review of existing techniques for preprocessing, feature selection and
classification. Section 3 details the SVM RBF technique for accurate heart dis-
ease detection. Section 4 presents a result analysis of machine learning techniques
used for heart disease detection. Section 5 contains the conclusion and briefly
discusses future work.

2. Literature survey

Cardiovascular diseases (CVDs) remain a leading cause of mortality world-
wide, necessitating the development of advanced diagnostic tools for early de-
tection and management. Traditional methods of diagnosing heart disease, such
as ECGs) and cardiac MRI, although effective, can be time-consuming and re-
quire specialized medical expertise. Recent advancements in machine learning
and data mining have shown great promise in enhancing the accuracy and effi-
ciency of heart disease prediction. By leveraging algorithms such as support vec-
tor machine (SVM) and random forest, along with feature selection techniques
such as correlation-based feature selection (CFS), it is possible to develop robust
models that can assist healthcare professionals in making more informed deci-
sions. Studies have demonstrated that machine learning models can significantly
improve predictive accuracy for heart disease, thereby potentially reducing the
incidence of fatal outcomes [10, 11].

In more advanced applications, different types of information are bundled
together into one or more categories, and then sorted according to preder-
mined classes. When comparing datasets from the University of California, Irvine
(UCI), many different approaches of characterization were used. Each individual
stage of the process has been dissected in order to evaluate its precision, speed,
and effectiveness. The accuracy of various classification procedures, as well as the
amount of time they take to execute, have been analyzed using their respective
datasets. It is clear that the performance of grouping algorithms varies depend-
ing on the dataset employed. When it comes to the effectiveness of a classifier,
dataset characteristics, occurrence count, quality of features, and a number of
other criteria all play a part in influencing it. J48 and Naive Bayes Updatable
have both demonstrated enhanced results when used in conjunction with other
informative indices [12].

Analysis of patient data in a timely manner is critical since cardiovascular
coronary disease is a leading cause of mortality. Angiography, on the other hand,
is a costly procedure that can have various consequences. Currently available sys-
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tems gather patient data and apply a range of data mining methods in order to
achieve a high level of accuracy at a lower cost and with fewer downsides. This
approach has been applied to a total of 303 patient records and 54 database
features [13]. The features in this knowledge base are possible indicators of coro-
nary artery disease (CAD), according to the available treatment data [14]. The
limitations are expanded, and the estimation of the degree of confidence is used
as a measurement tool for predicting outcomes. This methodology offers an im-
proved accuracy rate compared to other methods [13]. The purpose of future
research is to make an educated guess about the trajectory of each individual
case. It is more vital to examine how diseases impact patients than to con-
sider the strength and characteristics of patient groups. It may be possible to
leverage expanded data sets and novel architectures to produce results that are
both more interesting and improved. After carrying out a number of examina-
tions, it was found that the outcomes obtained were identical to those acquired
by healthcare professionals. The calculations are put on hold while the receivers’
operational attributes (ROC) curves are analyzed to determine their affectability
in comparison to their explicitness. Comparisons and evaluations of the predic-
tive capability of machine learning (ML) techniques have been used rather often
and have shown that there is a need for significant improvement in this area [15].

Applying mining approaches to the information that was gathered enabled
researchers to provide individuals of both sexes with answers to their inquiries
about heart disease. Exploring datasets from UCI required the use of certainty
as a guiding principle to analyze the data. It is more likely for men to have heart
disease than it is for women. Additionally, the analysis addressed both healthy
and diseased conditions with substantial quality.

Angina patients, whether male or female, who have agonizing angina or
angina triggered by exertion have an increased risk of developing coronary heart
disease. The slope of the resting electrocardiogram level is a crucial component
in the diagnosis and assessment of various cardiac conditions. Women generally
have a lower risk of coronary artery disease than men of the same age before
menopause. Men, on the other hand, have a higher chance of developing CAD.

Mining tools need information scales that are standardized, clear-cut, and
sometimes even multiple. It is possible to obtain various results from the same
process, depending on its execution. It is essential to choose the appropriate in-
formation design for each method of characterization if one wants to get findings
that can be relied upon. When making judgments and compiling clinical data,
it is necessary to take into account all pertinent aspects. Absolute information
serves a wide range of purposes in data mining, and it is often quite simple to
use for the purpose of separating clinical information [16].

In addition to their common use in defining and illustrating foresight, decision
trees may also be put to work for information mining and inductive learning.
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C4.5 is a typical classification used in foresight mining; nevertheless, the ac-
curacy of this classification decreases as problem complexity and calculations
increase. Bernoulli’s rule, also known as L’Hôpital’s rule and first proposed by
Bernoulli, aims to improve accuracy and the way the algorithm is carried out.
Because of this new standard, which simplifies the process of making compu-
tational breakthroughs, futuristic judgments may now be made with a greater
degree of accuracy. According to reasoning, this algorithm is effective and pro-
vides a good match for the data in applications that deal with massive vol-
umes of data. It is essentially better in terms of its utility in the actual world.
As decision tree technology develops, it is possible to obtain better decision
trees, leading to more useful recommendations. When it comes to examining
the business of tobacco, a number of different methods have been tried and
found to be quick and effective. However, disadvantages such as high memory
use rate may lead to decreased productivity as a result of larger database [17].

It is possible that dynamic calculations may be made more efficient with the
use of the Bernoulli’s rule, and it is also possible that the presentation of C4.5 can
be improved. Utilizing the comparable rule results in a significant increase in the
rate of the data collecting. The new calculation is believed to be more effective
than the one that was previously used because of its capacity to process large
quantities of data. It may be possible to get better recommendations by acceler-
ating the process of developing the choice tree and acquiring an option tree with
a higher level of order. Examining the transactions involving cigarettes provided
support for this estimation. Without coming to a conclusion, researchers were
able to obtain outcomes that were both quicker and more effective. Despite the
enormous volume of data that needed to be processed, it was successful in re-
lieving the cognitive and mental workload on individuals involved in analyzing
the data [17]. However, for small datasets, the traditional C4.5 algorithm may
still be more efficient than the improved version using the L’Hôpital’s rule [17].

The framework primarily focuses on the evaluation and reduction of CAD.
The data were examined using a methodology known as the association rule
generation from feature subset procedure, which takes into account five distinct
factors. The investigation required the collection of 14 different data sets from
UCI before it could begin. It has been established that the method proposed by
researchers is more accurate in recognizing risk and can be a decisive factor [18].
This was an important finding. In addition, mining models and rules help to
lessen the negative effects of computer-aided design, which may even prevent
deaths. It is important, on the other hand, to do more study in the future utilizing
more significant datasets in order to determine different mining strategies and
conditions [18].

Although many machine learning techniques have been used for heart disease
classification and detection, there still remains a scope for research to improve



424 P. Nancy et al.

accuracy, precision and recall by applying different preprocessing and feature
selection methods alongside existing machine learning classifiers.

3. Methodology

In this paper, a framework for the categorization and prediction of heart
disease is presented (Fig. 1). The purpose of this work is to provide a method for
the prediction and classification of cardiac disease using machine learning and
feature selection. The CFS method is used to extract relevant features from the
input data for analysis. SVM RBF and random forest algorithms are used here for
the task of data classification. Cleveland heart disease dataset is used in the
experimental work. This data set has 303 instances and 14 attributes.

Heart disease detection

Classification  ̶  SVM RBF, random forest 

Feature selection CFS algorithm

Heart disease data set

Fig. 1. Methodology for the classification and prediction of heart disease.

It is feasible to evaluate which characteristics have the most predictive poten-
tial and how much redundancy there is between them by using the CFS-based
feature selection technique. In a good feature set, the features that have the
greatest correlation to the class and the fewest correlations to each other are
the ones that have the strongest connection to the class. The discretization of
numerical data is the first step in the CFS technique since this approach only
assesses the correlation between nominal features. The sole variable that may be
utilized to identify features for generalized correlation-based feature selection is
the correlation between any two variables. As a consequence of this, the method
may be applied to a broad variety of numerical issues. CFS is an algorithm that
is completely self-administered in terms of the threshold limits it imposes. Due to
the fact that it makes use of the original feature space, it may be comprehended
in terms of the characteristics that were already there. Because of this, the CFS
filtering technique does not need a significant amount of CPU resources because
the learning process is iterated over and over again [19].
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The support vector machine (SVM), a non-probabilistic and binary-linear
classifier, is used for the classification process. By segmenting the data into one
or more training models, it is feasible to derive one or more target classes from
the provided set of information. A visual representation of the data is provided
in the form of the coordinates being plotted on a map. It is becoming more dif-
ficult to differentiate between various product categories as each new generation
of consumer goods is released. When new instances first come into existence,
such instances are categorized into certain target classes according to the side
of the gap they fall on. SVM can be used to classify input datasets even if the
datasets themselves are not labeled,employing the methodology of unsupervised
learning in order to categorize data without predefined classes. Existing clusters,
initially constructed based on functions, are expanded with the addition of new
instances.

The complexity of SVM and random forest algorithms is as follows [20]:

Training time complexity SVM = O(n2),

Running time complexity SVM = O(k × d),

Training time complexity random forest = O(n× log(n)× d× k),

Running time complexity random forest = O(depth of tree ×k),

where n is the number of training examples, k is the number of support vec-
tors, and d is the dimensionality of the data.

It is possible that using random forest will prove beneficial when dealing
with classification and regression issues. When training decision trees, regres-
sion methods are used to anticipate the outcomes of each decision tree generated.
These forecasts are used to evaluate the effectiveness of the training. When put
to use in forecasting, random forest has a low standard deviation and the capac-
ity to efficiently integrate different sets of data. Because of the unknown factors
involved, the general public was first skeptical of the random forest categoriza-
tion. On the other hand, it performs very well in tasks requiring prediction, as
evidenced by testing [21].

4. Result analysis

This analytical work makes use of the UCI machine learning heart disease
data collection [22]. This dataset has 303 instances and 14 attributes. The CFS
method is applied to the input dataset in order to extract relevant features
for analysis. SVM RBF and random forest algorithms are used here for data
classification. Accuracy, specificity and sensitivity of RBF SVM outperform the
random forest algorithm. These results are shown in Figs. 2–4.
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Fig. 2. Accuracy of classifiers.
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Fig. 3. Sensitivity of classifiers.
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Fig. 4. Specificity of classifiers.

For result comparison, three different parameters are used:

Accuracy = (tp+ tn)/N ,

Sensitivity = tp/(tp+ fn),

Specificity = tn/(tn+ fp),

where tp, tn, fp and fn represent the sum of true positive, true negative, false
positive and false negative, respectively, and N labels the total number of ele-
ments.
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5. Conclusion

The heart is a very important component of the human body that should not
be underappreciated or underestimated. The heart is nothing more than a pump
that circulates blood throughout the body. It is possible to die within minutes
after the onset of any inadequacy in body’s blood circulation. The brain and
other essential organs become affected, and the heart may fail. Heart-related
disease specialists face an extremely tough but important task when treating
patients who come for treatment of heart-related conditions. As a result, it should
come as no surprise that cardiovascular disease is a leading cause of illness and
mortality in modern society. An expert system with clear categorization that
may assist medical professionals in identifying heart disease condition based on
the clinical data of a patient is often required by physicians. This research offers
a machine learning-based approach for heart disease prediction and classification,
employing feature selection and classification. The CFS algorithm is used to
extract relevant features from the provided dataset. SVM RBF and random
forest algorithms are used for data classification. In future work, additional work
can be conducted to improve the diagnostic system for identifying heart disease
by incorporating optimization strategies, advanced feature selection algorithms,
and classification algorithms.
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