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Bone fractures break bone continuity. Impact or stress causes numerous bone fractures.
Fracture misdiagnosis is the most frequent mistake in emergency rooms, resulting in treat-
ment delays and permanent impairment. According to the Indian population studies, frac-
tures are becoming more common. In the last three decades, there has been a growth of
480 000, and by 2022, it will surpass 600 000. Classifying X-rays may be challenging, par-
ticularly in an emergency room when one must act quickly. Deep learning techniques have
recently become more popular for image categorization. Deep neural networks (DNNs)
can classify images and solve challenging problems. This research aims to build and eval-
uate a deep learning system for fracture identification and bone fracture classification
(BFC). This work proposes an image-processing system that can identify bone fractures
using X-rays. Images from the dataset are pre-processed, enhanced, and extracted. Then,
DNN classifiers ResNeXt101, InceptionResNetV2, Xception, and NASNetLarge separate
the images into the ones with unfractured and fractured bones (normal, oblique, spiral,
comminuted, impacted, transverse, and greenstick). The most accurate model is Incep-
tionResNetV2, with an accuracy of 94.58%.
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1. Introduction

Fractures are a common emergency room (ER) condition [1]. Injuries or dis-
eases such as osteoporosis can cause bone fractures. Fractures can cause lasting
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damage or even death. An X-ray of the questionable organ is the most frequent
method of diagnosing bone fractures. Reading X-rays in emergency departments
(EDs), where people are in agony and fractures are not usually obvious, is dif-
ficult [2–4]. Magnetic resonance imaging (MRI), computed tomography (CT),
and X-rays are the few imaging modalities that may be used to examine the
musculoskeletal system. A musculoskeletal X-ray is the most common method
of diagnosing fractures. This procedure involves radiologists who classify mus-
culoskeletal imaging and doctors in the ER, where patients with acute injuries
are admitted. Emergency doctors are unskilled in interpreting X-rays and make
mistakes and misclassifications [26–28]. Image-classification software can assist
emergency practitioners in detecting a fracture [5], which is important in ERs
when a second opinion is typically unavailable.

Deep learning (DL) is a new advancement in artificial intelligence that has
shown its ability to learn and prioritize essential aspects of a data set with-
out being specifically taught. Deep learning is ideally adapted for tackling com-
puter vision challenges because of its unique characteristics. Object detection
and classification are just a few computer vision challenges solved using deep
learning [29].

The studies [30–35] did not expand their investigation to numerous fracture
diagnostic classes. In addition, previous research has been hindered in effective-
ness either by using constrained pre-trained networks or by identifying certain
layers of a network.

An automated computer-aided diagnosis (CAD) system for the BFC is de-
scribed in this research. To find the optimal strategy for BFC, we compared the
results of four pre-trained DNNs (ResNeXt101, InceptionResNetV2, Xception,
and NASNetLarge) models. The paper breaks down into the following. Section 2
discusses the work that is linked with this subject. Section 3 discusses the pro-
cedures/methods used for this investigation. Section 4 discusses the results and
any problems that may have arisen. Sections 5 and 6 provide a conclusion as
well as some suggestions for the future.

2. Related work

Berlin [1] specified that in complicated clinical situations, where experienced
radiologists or other practitioners may be unavailable, clinicians lack the sub-
specialized skill and experience required to detect fractures on radiographs ef-
fectively. There is a requirement for accurate fracture detection. Clinicians may
also be subjected to heavy workloads, leading to weariness and making them
more vulnerable to interpreting mistakes. According to Guly [2], good clinical
skills are essential. The bulk of the abnormalities missed in the radiographs were
relatively straightforward. Junior doctors should get specialized training and be
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evaluated on their ability to accurately interpret musculoskeletal scans before
they are permitted to practice independently. Hallas and Ellingsen [3] identified
that a significant percentage of fractures were misdiagnosed during the first visit
to an ED visit. The incidence of fracture misdiagnosis varied throughout the day,
with a substantial surge between 8 p.m. and 2 a.m. When fracture diagnosis was
incorrect, the patients did not appear to have a characteristic profile in regard to
capability to communicate with the ED personnel. Improving radiological con-
sultation services may lower the number of diagnostic mistakes, especially on
nights between 8 p.m. and 2 a.m.

Wei et al. [4] studied an ED and extensively explored fractures in the ex-
tremities that were undetected in the initial radiological examination, especially
of plain radiographs. A consensus was reached on the various causes of mis-
diagnosis. According to an analysis of the various causes, the most prevalent
explanation for missed fractures was the fractures’ subtlety. As a proportion
of all fractures, the foot was the most common place for missed fractures. By
partitioning the problem into smaller subproblems in support vector machine’s
(SVM) kernel space, He et al. [5] proposed a novel divide-and-conquer technique
for fracture detection. As the subproblems are easier to solve than the whole
problem, lower-level SVMs are trained to supplement higher-level SVMs. SVM
accuracy and reliability may be improved using this method.

Liang et al. [6] used a partial threshold algorithm to locate fractures in bone
images. After segmentation, mathematical morphology removes the needed mar-
gin and wraps fracture edges. Superposing the target border image and covering
the extracted skeleton allows for detecting the precise location of fractures and
therefore recognizing fractures in the X-ray photos. Bandyopadhyay et al. [7]
proposed a method for segmenting bone parts in X-ray images based on en-
tropy by setting a threshold for entropy values in the window next to the given
image. In many cases, the bone boundary became fragmented after thresh-
olding. To fix this problem, a multilevel-averaging filter was used to improve
the bone structure of the segmented image. The automated technique outper-
formed two earlier approaches to the segmentation entropy quantitative evalua-
tion metric.

Chai et al. [8] devised a way to use automated gray-level co-occurrence matrix
strategies to diagnose femur bone fractures automatically. Using this method, we
can classify whether or not there is a bone fracture based on the parameter value
that comes from the matrix value. A value of 0.95 is the threshold between not
having a bone fracture and having one. The suggested method has an accu-
racy of at least 86.67% in diagnosing bone fractures automatically. The findings
imply that the system can produce consistent and reproducible outputs. Ma-
hendran and Shereef [9] focused on automatically detecting leg bone fractures.
Pre-processing, segmentation, and feature extraction were employed. The col-
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lected characteristics fed into a fusion-based classification system to detect the
presence or absence of fractures in an image. The proposed amalgamation of
methodologies enhanced the accuracy and speed of fracture identification in ex-
periments. Future research will examine how shape affects the detection rate.

Krizhevsky et al. [10] found that large, deep convolutional networks (DCN)
achieved good accuracy with the help of supervised learning. Even removing
a single convolutional layer degrades the performance of their network. The au-
thors would like to use DCNs on video sequences because the temporal structure
of these sequences could contain important information that is either missing or
less clear in still photographs. A fracture diagnostic technique was suggested
by Al-Ayyoub et al. [11] and was based on wavelet transformations applied to
the radiography image. This technology makes use of filter techniques to locate
edges as well as fractures in the hand bones. Roth et al. [12] developed DCN to
automate the identification of fractures in spine CT. In their research, DCN, of-
ten called ConvNets, are utilized to automatically locate fractures in the spine’s
posterior elements. In the first step, a cross-label fusion is used to separate the
spine’s vertebra bodies and their back parts in a spine CT. After that, the edge
maps of the elements in the back are computed. These edge maps serve as candi-
date regions to estimate a set of probabilities for fractures along the image edges
using ConvNets.

Dimililer [13] used an intelligent bone fracture detection system (IBFDS).
The author used neural networks after a pre-processing step to determine the
state of a bone fracture. In his study, the author employed a training set of 30 im-
ages and examined a testing set of 70. In preparation, the images were processed
using scale invariant feature transform (SIFT) and the Haar wavelet transform.
The IBFDS used 1024 input neurons using a three-layered back propagation
neural network technique. During various experiments, the learning rate was
adjusted to achieve the required amount of inaccuracy and minimize mistakes.
The author obtained a 94.3% accuracy in his result. Olczak et al. [14] looked
at whether orthopedic imaging can detect fractures using standard deep learn-
ing. The authors used five DNN models, including the VGG-CNN network, the
BVLC-CaffeNet Reference network, a network-in-network, and the VGG-CNN-S
network, to accomplish their aim. It was discovered that the VGG16 network
had the highest raw score, with an accuracy of 83%.

Rajpurkar et al. [15] trained a simple model to determine whether an X-ray is
acceptable or flawed to limit the number of patients who require additional diag-
nosis or intervention. Class activation maps (CAMs) wereincluded to emphasize
the fracture diagnosis. Chung et al. [16] discussed humerus fracture diagnosis in
their thesis. ResNet-152 performed as good or better than most general doctors
and orthopedic surgeons. To avoid overfitting, the authors used all labeled im-
ages in their processing. In this study, the authors employed data enhancement
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to extend the dataset; rotations of 90, 180, and 270 degrees added data informa-
tion. Due to diagnostic imaging conducted in a specified direction, only a fraction
of the population could match the model. Maintaining the bone’s fundamental
angle would have been easy. Lindsey et al. [17] indicated that deep neural net-
works may improve fracture detection by clinicians. The authors studied wrist
fractures. Data dropout, early stopping, and data augmentation reduced overfit-
ting. This helps expert evaluations. Every study should use this method to show
how CAD can aid decision-making. When pre-training a model, you change its
parameters for the task, such as the skeleton, rather than using weights from
a dataset trained on different parameters, such as, images. Kim and MacKin-
non [18] defined fractured and unfractured wrist images. It was observed that
CNNs, pre-trained on non-medical images, can be used for automatic fracture
detection in plain radiographs. The accuracy was 0.954. This study showed that
CNNs pre-trained on numerous data sets may be used medical imaging. All com-
putations utilized enhanced data. Every iteration should provide a fresh image,
or real-time data mixing should develop new concepts.

According to Kitamura et al. [19], a voting method was used to consolidate
the output generated by three radiographic views and model ensemble. For single
radiographic views, the ensemble of all five models, used in their study, produced
the best accuracy at 76%. Despite the small dataset size, an accuracy of 81%
was obtained by using an ensemble of models and three views for each instance.
This level of accuracy was comparable to that attained by other models using
a substantially higher number of cases with pre-trained models, and models that
implemented the manual extraction of features.

Cheng et al. [20] suggested using a DCN to diagnose and locate fractures in
the hip. To determine whether or not the model is accurate, a visualization tech-
nique known as the gradient-weighted class activation mapping (Grad-CAM)
algorithm was used. The accuracy of the algorithm was 91%. Jiménez-Sánchez
et al. [21] proposed a CAD tool based on DL algorithms that recognizes, iden-
tifies, and categorizes proximal femur fractures on musculoskeletal X-ray im-
ages. The recommended CAD tool’s performance in organizing X-ray images
into “A”, “B”, and “not-fractured” (87% accuracy) is similar to that of an
average expert. In comparison, its performance in recognizing fractures versus
“not-fractured” occurrences is even better (precision of 94%). The recommended
CAD tool’s implementation into clinical practice was also studied to increase the
interaction between humans and AI-powered technology in supporting medical
decisions.

Zdolsek et al. [22] developed a deep neural network approach to assist clin-
icians in diagnosing atypical femur fracture (AFF). Three common DNN ar-
chitectures were used to classify the images as AFF or normal femur factures
(NFF): VGG19, InceptionV3, and ResNet50. Transfer learning was used to pre-
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train these networks using ImageNet images. This was accomplished via the
use of five-fold cross-validation. With a 94% accuracy, ResNet50 is the most
accurate. Chada [23] investigated novel model architectures and deep transfer
learning to improve the identification of upper limb abnormalities while simul-
taneously training with little data. Deep learning models such as DenseNet-169,
DenseNet-201, and InceptionRevV2 were implemented. These models were im-
plemented because of their high recognition accuracy by employing a massive
dataset of radiographic images of the human humerus and finger readily accessi-
ble to the public from MURA. Deep transfer learning models DenseNet-201 and
InceptionResNetV2 identified anomalies in humerus radiographs with 83–92%
accuracy and sensitivity greater than 0.9.

Jones et al. [27] in their research studied a deep learning system that could
help doctors learn more about imaging of the musculoskeletal system. The au-
thors developed a deep learning system to diagnose fractures in the musculoskele-
tal system. This system was trained using data that prominent orthopedic sur-
geons and radiologists manually annotated. The overall AUC of the system that
used deep learning was 0.974.

Kandel et al. [28] studied how transfer learning (TL) affected the classification
of musculoskeletal images. We discovered that in the 168 results obtained using
six different CNN architectures and seven distinct bone types, TL achieved better
results than training a CNN from scratch. Only 3 out of the 168 results showed
that training-from-scratch produced better outcomes than transfer learning. The
weaker performance of the training-from-scratch approach could be related to
the choice of the hyperparameters. In the CNNs considered, there is a large num-
ber of weights (trainable parameters). Additionally, the number of images used
to train these networks is too small to develop a workable model. Jin et al. [30]
suggested using a DL system known as FracNet to locate and differentiate rib
fractures by examining CT image data. In addition, the developed deep learning
system performed very well in the earlier and published rib fracture segmen-
tation test. Deep learning enhanced rib fracture detection sensitivity by 94%,
with acceptable false positives and less clinical time. Chen et al. [31] showed
that plain abdominal anterior images used for clinical reasons may be utilized to
diagnose vertebral fractures with excellent accuracy. The proposed technology
may help doctors repair fractures more efficiently and affordably. The visualiza-
tion algorithm Grad-CAM was use for model interpretation. Ma and Luo [32]
delivered a novel method for determining the location of fractures in X-rays.
Crack-sensitive convolutional neural network (CrackNet), a newly developed cat-
egorization network, can identify fracture lines and characterize them accurately.
The proposed technique can locate fractured bone and pinpoint its location in
an X-ray image. It might assist medical professionals in finding a bone fracture.
Extensive testing of the Radiopaedia dataset provided conclusive evidence that
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the proposed technique is successful, outperforming other methods in terms of
accuracy (88.39%), recall (87.50%), and precision (89.09%).

Karanam et al. [33] concluded that fracture detection and classification meth-
ods have traditionally consisted of steps such as data preparation, image pre-
processing, feature extraction, and classification. Radiologists with extensive
training are required to examine and classify radiographic images; this is a labor-
intensive and expensive process that might be expedited with the use of fracture
classification algorithms. The lack of labeled training data sets is cited as the
most critical obstacle on the path to constructing a high-performance classifica-
tion model by several academics addressed in this research. The authors have
made an effort to provide several distinct ideas and points of view, all of which
have the potential to play a role in the creation of an ideal model that can iden-
tify various types of fractures in a range of anatomical sites. Karanam et al. [34]
researched classified bone fractures using machine learning and deep learning.
K-nearest neighbor (KNN), SVM, random forest, Inception V3, and ResNeXt101
were used to evaluate, categorize and recognize fractures. ResNeXt101 improved
test scores by 93.75%. The suggested approach helps doctors and radiologists
determine which bone is shattered, classify the fracture, and propose therapy.
According to the studies that were conducted, the majority of researchers are
interested in the diagnosis of bone fractures, but in more recent years, there
have been some academics who have been interested in the classification of bone
fractures.

According to the statistics presented above, out of the 30 researchers, 27
focused on the binary classification of bone fractures, while only 3 considered
the multi-classification of bone fractures. The detection of bone fractures was
the primary focus of most early investigations rather than their classification.

With the assistance of ResNeXt101, InceptionResNetV2, Xception, and NAS-
NetLarge deep learning algorithms, in this study the diagnosis and classification
of bone fractures is conducted. In this article, we expand the work by looking
at how a CNN is used to categorize X-ray images to identify bone fractures
using TL.

3. Materials and methods

A general framework for the multi-class classification of bone fractures is
shown in Fig. 1. This was one of our suggestions. An X-ray picture of a bone
fracture goes through a pre-processing phase to combine it with the input di-
mension of the architectures that are being utilized in this inquiry. This step is
conducted on X-ray images. Images that have been processed are used by the ar-
chitecture so that features may be isolated and characteristics can be fine-tuned.
In the end, all of the components are merged to produce the output image, which
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Fig. 1. Proposed architecture for multi-class BFC.

is then sorted into one of six categories based on the type of bone fracture it
depicts. To conduct this investigation, the Anaconda platform for Python 3.7
was used.

3.1. Dataset

There are several ongoing studies where researchers and radiologists gather
and annotate radiographic images. One of the major drawbacks in making di-
rect comparisons between different systems is the lack of a publicly accessible
standard data set, which has an impact on the model’s performance in private
data sets used by academics. Some popular dataset sources are the MURA data
set (40 000 images) [24, 26], Medpix – an online database of medical images, and
Radiopaedia where over 4800 fracture cases with diagnoses are publicly available.
The sample X-ray images dataset was gathered from the National Orthopedic
Hospitals and Open Access Medical Image Repositories. Sample X-ray images
of bone fracture types are shown in Fig. 2.

Transverse
fracture

Oblique
fracture

Spiral
fracture

Comminuted
fracture

Greenstick
fracture

Impacted
fracture

Fig. 2. Sample images of different types of bone fractures.
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3.2. Preprocessing

To ensure the proposed method applies to a wider range of contexts, the pre-
processing stages have been preserved. The X-ray image is converted to grayscale
so that it can be processed more rapidly and with less strain on the memory
than would otherwise be required. The Crimmins technique is applied during
the process of eliminating noise from the X-ray image, while the contrast lim-
ited adaptive histogram equalization (CLAHE) is utilized during the process of
smoothing and edge sharpening. Both of these processes are described in more
detail below [33]. The integrated tool offered by the Keras Image Data Genera-
tor allowed us to successfully execute the basic pre-processing step. The original
images had a resolution that ranged from 450 to 600 pixels. We decreased the
resolution of the bone fracture X-ray images in the dataset to 299× 299 pixels so
that they could be used as input to the deep learning classifier models. Figure 3
displays sample images that have been pre-processed and are of various bone
fractures.

Comminuted

Greenstick

Impacted

Oblique

Spiral

Transverse

Fig. 3. Sample pre-processed images of bone fracture types from the dataset.
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3.3. Classification models

The subsequent stage is the categorization of the fracture type, which is
carried out using CNN classifier approaches such as ResNeXt101, InceptionV3,
Xception, and InceptionResNetV2. These classifiers were primarily chosen be-
cause they are quick and easy to use, which speeds up training and improves
classification accuracy.

The proposed architecture for multi-class BFC is shown in Fig. 4. Flow chart
of BFC is presented in Fig. 5.

Fig. 4. Architecture for multi-class BFC.

Fig. 5. Flow chart of BFC.

3.3.1. ResNeXt101. To deal with accuracy saturation and degradation, the
ResNet system was proposed, which applied residual connections as a way to
improve network depth. There are three versions of ResNet: 50, 101, and 152.
ResNeXt101’s residual learning architecture makes it simpler to train deeper
networks and reformulate the layers of those networks. The increased depth
of the ResNeXt101 model makes it easier to converge on a solution, which ulti-
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mately leads to an improvement in the model’s accuracy. The inclusion of a thick
layer to ResNeXt101, which included a rectified linear unit (ReLU) activation,
softmax layers, and dropouts which have seven outputs, led to a considerable im-
provement in the performance of the software. This architecture was developed
by examining 1200 images throughout 30 epochs, with a learning rate of 0.0001
and 0.9 stochastic gradient descent (SGD) momentum, respectively [23, 34].

3.3.2. Inception-ResNet-v2. Over a million images from the ImageNet col-
lection were used during the training process for the CNN known as Inception-
ResNet-v2. This layered network is capable of grouping images into a thousand
separate object categories. Because of this, the network learns a wide range of
different rich feature representations for several image categorizations. As in-
put, the network is given an image that is 299 by 299 pixels, and as output, it
generates a list of anticipated class probabilities [23, 34].

The inception structure and the residual connection have been merged into
one another to form the basis of this formulation. The Inception-ResNet block is
created by coupling convolutional filters of different sizes with residual connec-
tions. When residual connections are used, not only is it possible to circumvent

the degradation problem that is brought by deep structures, but it also makes
it possible to reduce the amount of time that is spent being trained. The graphic
offers a summary of the core network architecture that underlies Inception-
ResNet-v2 in its current iteration. This architecture was optimized using 1200
images throughout 30 epochs with a learning rate of 0.0001 per image and 0.9
SGD momentum.

3.3.3. Xception. The Xception architecture is composed of a linear mixture
of layers combined with residual connections. This helps to reduce the complex-
ity of the design. Compared to earlier iterations of DCNs, the Xception model
focuses more on efficiently using all of the model parameters at its disposal.
Furthermore, it does away with the inception modules and replaces them with
depth-wise independent convolution layers [23, 34]. To enhance Xception’s per-
formance of the dataset, we updated its design by including a dense layer with
a softmax layer and the ReLU activation with seven outputs. This was accom-
plished by adding a softmax layer. Each of these two levels has seven outputs
available to it. To speed up model optimization, we use the adaptive moment
estimation (Adam) optimizer to fine-tune the modified version of Xception on
1200 images at a learning rate of 0.001. During the process of adjusting the sys-
tem to its optimal state, 30 epochs were used. Xception is a deep convolutional
neural network (CNN) that consists of 71 layers. You can load a version of the
network that has already been trained from the ImageNet dataset. This version
of the network has learned from looking at more than a million images. The net-
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work has already been trained to put images into a thousand different categories
based on what they are about. This design was developed by using a learning rate
of 0.0001 per image and 0.9 SGD momentum throughout 30 epochs, involving
a total of 1200 images.

3.3.4. NASNetLarge. NASNet designs provide common and lessening cell
ideas, both of which are amenable to modification via the use of the reinforcement
learning search strategy. Training over very large datasets was the motivation for
the development of NASNetLarge architecture, which was released in 2017 [31,
32]. Because the cost of training on a big dataset is so significant, the search for
an intelligent building block is first carried out on a dataset that has a relatively
small amount of data. The block is then transferred to a larger dataset using the
NASNet search space. A fundamental component of NASNetLarge is the regu-
larization approach known as ScheduledDropPath, which significantly improves
the level of generalization achieved by NASNet models. The pre-trained archi-
tecture of NASNetLarge was modified such that it now includes a dense layer
with ‘ReLu’ activation, softmax layers, and dropouts which have seven outputs.
The design was developed by using a learning rate of 0.0001 per image and 0.9
SGD momentum throughout 30 epochs, involving a total of 1200 images.

3.4. Feature extractions

To combine two pre-trained models, the integrated feature extractor was
used. When it comes to the construction and training of deep convolutional neu-
ral networks, each strategy is effective and helps save time. To extract features,
it makes use of transfer learning, which is a method in which a model is trained
and refined in one problem before being applied to another. Pre-trained networks
are used because they learn low-level properties such as lines, borders, and other
aspects that may be used for future projects. Finally, we integrate the output
of the pre-trained model with additional layers. This training started with pre-
trained models and was then customized to our problem. The pre-trained model’s
weights were fixed throughout training to avoid weight changes during the new
model training. Hidden layers in convolutional neural networks are responsible
for the transmission of input data to higher-level internal representations. As
inputs move up the network, they become more important to the system. Each
layer’s characteristics are recorded in an image for classification.

3.5. Performance matrix

To test the model’s performance, we looked at 1200 X-ray images. The method
used divides the expected image into four subsets: TP represents the figure of
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properly recognized positives. TN is the figure of properly recognized negative
occurrences. FP is the figure of misclassified positives. FN is the figure of in-
correctly classified negatives [24, 29, 33]. The accuracy of a model may be de-
termined by looking at its accuracy. Equation (1) demonstrates this. Precision,
sensitivity, specificity, and F1-score are four additional performance metrics for
multi-class classification, represented by Eqs. (2)–(5):

Accuracy =
(TP + TN)

(TP + TN + FP + FN)
, (1)

Precision =
(TP)

(TP + FP)
, (2)

Sensitivity =
(TP)

(TP + FN)
, (3)

Specificity =
(TN)

(TN + FP)
, (4)

F1-score = 2 ∗ (Precision ∗ Recall)

(Precision + Recall)
. (5)

4. Results and analysis

The conclusion was reached after analyzing validation data that included
1200 images (960 training set + 240 testing set) dataset of six types of bone
fracture. Keras library was utilized to implement the deep models employed in
this study for multimedia tools and applications. Keras has been able to run other
profound learning frameworks such as TensorFlow or Theano. Possible outcomes
of the confusion matrix are shown in Table 1 and the specificity, sensitivity,
precision, accuracy, and F1-score of CNN classifier models are shown in Table 2.

Table 1. Fracture analysis results.

CNN classifier model
Truth data

N F

ResNeXt101
TN-44 FN-4
FP-12 TP-180

InceptionResNetV2
TN-45 FN-3
FP-10 TP-182

Xception
TN-42 FN-6
FP-14 TP-178

NASNetLarge
TN-43 FN-5
FP-12 TP-180
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Table 2. Specificity, sensitivity, precision, accuracy, and F1-score of CNN classifier models.

Classifier model Specificity
[%]

Sensitivity
[%]

Precision
[%]

Accuracy
[%] F1-score

ResNeXt101 78.57 97.82 93.75 93.33 93.53
InceptionResNetV2 81.81 98.37 94.79 94.58 94.68

Xception 75.00 96.73 92.70 91.66 92.17
NASNetLarge 78.18 97.29 93.75 92.91 93.32

For categorization of bone fractures into six classes: transverse, oblique, spi-
ral, comminuted, greenstick, and impact fracture, we tested the performance of
four different models: ResNeXt101, InceptionResNetV2, Xception, and NASNet-
Large. Categorical accuracy was determined to be 93.33%, 94.58%, 91.66%, and
92.91% for ResNeXt101, InceptionResNetV2, Xception, and NASNetLarge, re-
spectively, as shown in Table 2. ResNeXt101 and InceptionResNetV2 have the
highest accuracy.

5. Conclusion

This research aimed to report on the many deep-learning algorithms that may
be used to determine bone fractures from radiographs. The primary focus of this
research was on the challenges associated with distinguishing fractures from im-
ages of healthy bone and identifying many types of fractures. Pre-processing,
feature extraction, training, and testing were the system’s four primary phases.
The primary consideration in selecting the classifiers was how easily they could be
applied and how accurate their results were. Classifiers were used to differentiate
between the many types of fracture patterns that were present in the photos. The
results of the system have been empirically validated through the use of two dif-
ferent study methodologies. All available types – TP (prediction of true as true),
TN (prediction of true as false), FP (prediction of false as false), and FN (pre-
diction of false as true) were used to evaluate the effectiveness and precision of
the model performance. The findings of the tests indicate that the utilization of
Inception-ResNet-v2 resulted in a success rate of 94.58%. The new technology
facilitates a quick and straightforward diagnosis for medical practitioners and
radiologists.

6. Future research

Identification and classification of bone fractures using automation improve
diagnostic precision. The medical staff may then evaluate the severity of the
crack. It elucidates the shape, location, and difficulty of the fracture. Inputs
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relating to the categorization of the fracture may be used to get information
about the fracture that exists. In further research, the emphasis may be placed on
the creation of deep-learning computer-assisted fracture detection systems that
are more effective. Future research may develop a novel approach for developing
computer-assisted fracture detection systems.
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