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The paper is devoted to computational grids applications in evolutionary optimization of structures. The 
two grid middleware are used, UNICORE and LCG2. The distributed evolutionary algorithm is used for 
optimizataion. The fitness function is computed using finite element method. Numerical examples are 
presented. 

1. INTRODUCTION 

The shape optimization of structures can be solved using methods based on sensitivity analysis 
information or non-gradient methods based on genetic algorithms [13]. Applications of evolutionary 
algorithms in optimization need only information about values of an objective (fitness) function. 
The fitness function is calculated for each chromosome in each generation by solving the boundary­
value problem by means of the Finite Element Method (FEM) [8, 17]. This approach does not need 
information about the gradient of the fitness function and gives the great probability of finding 
the global optimum. The main drawback of this approach is the long time of calculations. The 
applications of the distributed evolutionary algorithms [15] can shorten the time of calculations 
[9,1- 4]. 

The computational grids allows to use distributed computational resources. The authorization is 
one of the most important elements of grids. The Public Key Infrastructure are used in most grid 
projects. The Virtual Organizations (VO) created by people with similar interests or working on 
similar projects allows to create grids and share resources. 

The use of computational grids is effective when computational intensive tasks are performed. 
The additional time is needed to execute jobs in grids (when comparing with clusters) . The time is 
not big and is under one minute in most cases. 

The use of grid techniques in optimizations can lead to improvements in hardware and software 
utilization. The other advantages of grids are simple and uniform end user communication por­
tals/programs. The first evolutionary optimization tests [10] were performed using Condor package 
[5]. The plugins and programs for evolutionary optimization of structures using UNICORE environ­
ment [16] were presented in [11]. The use of LCG middleware [12] and Cross grid [6] project resources 
is presented in the paper. 

2. OPTIMIZATION OF STRUCTURES USING THE DISTRIBUTED EVOLUTIONARY 

ALGORITHM 

Sequential genetic and evolutionary algorithms are well known and applied in many areas of op­
timization problems. The main disadvantage of these algorithms is the long time needed for com-
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The parameters of the evolutionary algorithm are as follows: a number of genes 2, a number of 
subpopulations 2, a number of chromosomes in subpopulation 4, a number of generations 10. The 
best result is shown in Fig. 9b. 

The LCG2 middleware and Crossgrid testbed were used during test . The three sites were used 
during preparation of the test Laboratorio de Instrumentacao e Fisica Experimental de Particulas 
in Portugal, CESGA-Centro de Supercomputacion de Galicia in Spain and CYFRONET, Cracow 
in Poland. 

6. CONCLUSIONS 

Two grid types of grid middleware were presented. The UNICORE plugin allows to perform evolu­
tionary optimization tasks. The combination of the UNICORE environment with specialized plugin 
and the distributed evolutionary algorithm allows to solve optimization problems using easy user 
interface. The existing grids test beds allows to perform numerical test using advanced middlewares 
and many computer resources. The coupling of distributed evolutionary algorithm, finite element 
method and computational grid creates modern, powerful and efficient structures optimization tool. 
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